The Black Hole at the Beginning of Time

Do we live in a holographic mirage from another dimension?
THE NORWEGIAN ACADEMY OF SCIENCE AND LETTERS
ANNOUNCES THE 2014 WINNERS OF

THE KAVLI PRIZE™

THE KAVLI PRIZE IN ASTROPHYSICS

ALAN H. GUTH
Massachusetts Institute of Technology, USA

ANDREI D. LINDE
Stanford University, USA

ALEXEI A. STAROBINSKY
Russian Academy of Sciences, Russia

“for pioneering the theory of cosmic inflation”

THE KAVLI PRIZE IN NANOSCIENCE

THOMAS W. EBBESEN
Université de Strasbourg, France

STEFAN W. HELL
Max Planck Institute for Biophysical Chemistry, Germany

SIR JOHN B. PENDRY
Imperial College London, UK

“for their transformative contributions to the field of nano-optics that have broken long-held beliefs about the limitations of the resolution limits of optical microscopy and imaging”

THE KAVLI PRIZE IN NEUROSCIENCE

BRENDA MILNER
McGill University, Canada

JOHN O’KEEFE
University College London, UK

MARCUS E. RAICHLE
Washington University in St. Louis, USA

“for the discovery of specialized brain networks for memory and cognition”

The Kavli Prize is a partnership between The Norwegian Academy of Science and Letters, The Kavli Foundation (US) and The Norwegian Ministry of Education and Research. King Harald V presents the Kavli Prize to the 2014 Laureates on September 9, 2014 at a ceremony in Oslo, Norway.

www.kavliprize.no
Researchers are using tools borrowed from medicine and economics to figure out what works best in the classroom. But the results aren’t making it into schools.

Anna Fisher was leading an undergraduate seminar on the subject of attention and distractibility in young children when she noticed that the walls of her classroom were bare. That got her thinking about kindergarten classrooms, which are typically decorated with cheerful posters, multicolored maps, charts and artwork. What effect, she wondered, does all that visual stimulation have on children, who are far more susceptible to distraction than her students at Carnegie Mellon University? Do the decorations affect youngsters’ ability to learn?

IN BRIEF

Researchers are conducting hundreds of experiments in an effort to bring more rigorous science to U.S. schools. The movement started with former president George W. Bush’s No Child Left Behind Act and has continued under President Barack Obama. Using emerging technology and new methods of data analysis, researchers are undertaking studies that would have been impossible even 10 years ago. The new research is challenging widely held beliefs, such as that teachers should be judged primarily on the basis of their academic credentials, that classroom size is paramount, and that students need detailed instructions to learn.
that hugely complex puzzle called education.

Blikstein calls this approach “multi-
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provocative questions are yielding some of the most surprising re-

Stop Lecturing Me

At the college level, the evidence is clear: science students

learn less when they are expected to listen passively

By Carl Wieman

University science professors preach a gospel of seeking truth through data

careful experimentation, yet when they walk into a classroom, they use methods

that are outmoded and ineffective. The overwhelming fraction of undergraduate

science courses are taught by a professor lecturing to students, even in the face of

many hundreds of studies showing that alternative teaching methods demon-

strate much greater student learning and lower failure rates.

These different methods go by a number of names, including active learning.

Their common feature is that, rather than listening passively, students spend

class time engaged in answering questions, solving problems, discussing solu-

tions with their peers and reasoning about the material they are studying, all

while getting regular feedback from their teacher. As reported in a 2012 study by

the National Academy of Sciences and in a detailed review published online in

May in the Proceedings of the National Academy of Sciences USA, this approach

improves learning across the science and engineering disciplines and in both

introductory and advanced courses [see graph on opposite page].

There are many different ways to implement active learning. In smaller classes,

students often work in groups to complete a series of steps that make up a larger

problem. In classes of 100 to 300 students, instructors often use “clickers,” devices

that allow students to transmit answers to a teacher instantly by pushing a button

from their seat. This allows a teacher to see immediately what fraction of the stu-

dents comprehend the material. The best questions are challenging and involve

understanding and using basic concepts rather than simple memorization. When

most of the class gets a question wrong, the teacher has students discuss it with

their neighbors and re-vote. Meanwhile the teacher listens in on those conversa-

tions and provides targeted help to the students. With any of these methods, the

teacher still spends a considerable amount of time talking, but the listeners are stu-

dents who have been prepared to learn. They understand why the material is

worthwhile and how it can be used to solve problems. The material is now in a
context that makes sense rather than being given as a set of meaningless facts and procedures that they can only memorize without understanding.

The educational research for K–12 classes offers a less clear picture in favor of active learning. That is because the research in K–12 is more difficult, with far more things that are outside the researchers’ control. Perhaps the most important variable is the uneven and often low level of subject mastery by teachers. Because active learning requires practice and feedback on thinking like an expert (a scientist), it demands considerably greater subject expertise by the teacher. At the college level, teacher subject knowledge is not a problem, the student population is far more homogeneous, and there are far fewer issues that may affect learning. Unfortunately, the low level of subject mastery by K–12 science teachers will remain until college science teaching improves to the point that all students, including future K–12 teachers, graduate with a solid understanding of science and a better model for good science teaching and learning.

With so much scientific evidence behind active learning, the obvious question is, Why are these methods so seldom used in colleges and universities? Part of it is just habit: lectures began at universities because they did not have books, and so information had to be dictated and copied. Teaching methods have not yet adapted to the invention of the printing press. A second reason is a fundamentally flawed understanding of learning. Most people, including university faculty and administrators, believe learning happens by a person simply listening to a teacher. That is true if one is learning something very simple, like “Eat the red fruit, not the green one,” but complex learning, including scientific thinking, requires the extended practice and interaction described earlier to literally rewire the brain to take on new capabilities. The most important reason higher education does not change methodologies, however, is that there is no incentive. Faculty and universities are recognized and rewarded only for how successful they are at pursuing the $40 billion a year of federal research money. There is zero incentive to use effective research-based teaching methods rather than pedagogical superstition and habit, and in fact, very few, if any, universities in the U.S. track what teaching methods are being used in their classrooms. As long as this holds true, prospective students have no way to compare the quality of education they will receive at different institutions, and so no institution needs to improve.

Carl Wieman, who earned the Nobel Prize in Physics in 2001, holds a joint appointment at Stanford University’s department of physics and its Graduate School of Education.

One of the processes he hopes to capture with these new tools: “We bring kids to the lab, and we run studies where we tell them to build some kind of engineering or science project.” The researchers put sensors in the lab and sometimes on the kids themselves. Then they collect the data and analyze them to look for patterns. “There are lot of counterintuitive things in how people learn,” Blikstein notes. “We like to reveal that an intuition we have is sometimes wrong.”

“Discovery” learning, in which students discover facts for themselves rather than receiving them directly from an instructor, has been in vogue lately; Blikstein and his colleagues at FabLab@School, a network of educational workshops Blikstein created in 2009, are trying to get at the heart of how much or how little instruction students really need. Parents may not like to see their kids frustrated in school, but Blikstein says that “there are levels of frustration and failure that are very productive, are very good ways to learn.” In one set of studies, he and his colleagues tried to find out whether students learned more about a science topic if they first saw either a lecture or did an exploratory activity. Seeing the lecture first is called “tell and practice,” he says. “First you’re told, then you practice.” Students were divided into two groups: one started with the lecture, and the other started with the exploratory activity. The researchers repeated the experiment in several studies and found fairly consistent results: students who practiced first performed 25 percent better than students who listened to a lecture first. “The idea here is that if you have a lecture first and you haven’t explored the problem by yourself a little bit, you don’t even know what questions the lecturing is answering,” Blikstein says.

The new tools and methods of data analysis are making education research more efficient and precise. Jordan Matsudaira, a management and policy professor at Cornell University, has helped resurrect an old research tool and has employed it to look at the usefulness of summer school and the effect of funding from Title I, a federal program targeted at schools with a certain percentage of low-income students. The method, known as regression-discontinuity analysis, compares two groups of students on either side of a particular threshold. For example, in the study on summer school, Matsudaira compared students whose test scores were just above the level that made them eligible for summer school with those who were just below it to see if the extra schooling improved students’ test scores. The design is used to mimic randomized controlled trials.

His conclusion: summer school could be a more cost-effective way of raising test scores than reducing class size.

In the Title I study, Matsudaira compared schools that fell just above the limit required to get the federal funds with those just below it. He found that the money did not make much of a
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difference in the academic achievement of the students most likely to be affected. But it also illustrated some of the limits of the research design. It is possible that schools with a much higher percentage of poor students might derive a greater benefit from the extra money. It is also possible that schools so close to the threshold would use the money for one-time expenditures rather than long-term investments because they cannot be certain that their population would remain the same and that they would continue to be eligible for the federal aid in the future.

Other researchers are mining data to track the progress of many students over time. Ryan Baker, an associate professor at Teachers College, Columbia University, and president of the International Educational Data Mining Society, recalls that when he was working on his Ph.D. in the early 2000s, he got up every morning at 6 a.m. to drive out to a school where he would spend the entire day standing on his feet taking notes on a clipboard. Fast-forward a decade, and Baker’s work routine looks very different. He and his colleagues recently completed a seven-year longitudinal study, funded by the National Science Foundation, looking at log files of how thousands of middle school students used a Web-based math-tutoring program called ASSISTments. The researchers then tracked whether the students went to college and, if they did, how selective the college was and what they majored in to see whether they could make connections between students’ use of the software and their later academic achievements.

“Big data allows us to look over long periods, and it allows us to look in very fine detail,” Baker says. He and his colleagues were particularly interested in seeing what happened to students who were “gaming” the system—trying to get through a particular set of problems without following all the steps. “Whether you are intentionally misusing the educational software to get through [learning] is a better predictor of whether you’ll go to college than how much you show up to class,” he says. It turns out that gaming the easier problems was not as harmful as gaming the harder problems. Students who gamed the easier problems could have simply been bored, whereas students who gamed the harder problems might not have understood the material. Baker thinks this kind of information could ultimately help teachers and guidance counselors figure out not only which students are at risk of academic problems but also why they are at risk and what can be done to help them.

**BUILDING AN EVIDENCE BASE**

The new studies are helping to build an evidence base that has long been missing in education. Grover Whitehurst, founding director of IES, recalls that when he started in 2002, just after No Child Left Behind took effect, the superintendent of a predominantly minority district asked him to suggest a math curriculum that had been proved effective for his students. “I said, ‘There isn’t any.’” Whitehurst says. “He couldn’t believe that he was being required by law to base everything he did on scientifically based research, and there was none.” That superintendent was far from alone, points out Whitehurst, who is now director of the Brown Center on Education Policy and a senior fellow at the Brookings Institution. “There was very little research that actually spoke to the needs of policy makers and educators. It was mostly research written by academics and schools of education to be read by academics and schools of education. That was about as far as it went.”

Many researchers would disagree with that harsh assessment. Yet the criticism pushed the community to examine and explain its methods and mission. In the early years of IES, Whitehurst and others frequently compared education science with drug studies, indicating that people who study schools should test curricula or learning practices the way a pharmaceutical researcher might test a new drug. Strategies and curricula that passed that test would go into the What Works Clearinghouse.

Making educators part of the research process could get results into the classroom. Teachers often feel that the expertise they have gained is ignored and that they instead get a new curriculum every few years without much explanation.
ly an ecosystem of methodologies, which makes sense because education is a complex phenomenon if ever there was one—complex in the scientific sense,” says Anthony Kelly, a professor of education psychology at George Mason University. Easton says he still believes randomized controlled trials are an important part of that process but not necessarily as “the culminating event.” He thinks trials might also be useful early in the process of developing an educational intervention to see whether something is working and worth more investigation.

FROM LAB TO CLASSROOM

GETTING THIS NEW SCIENCE into schools remains a challenge. “The thing with education research, as with many other fields, is that these are typically long trajectories of work,” says Joan Ferrini-Mundy, assistant director of the Directorate for Education and Human Resources at the NSF. “It is very unlikely that any single study in any short period will have an impact.” There is also a long-standing barrier between the lab and the classroom. In the past, many researchers felt it was not their job to find real-world applications for their work. And educators for the most part believed that the expertise they gained in the classroom generally trumped anything the researchers could tell them.

The What Works Clearinghouse was supposed to help bridge that gap, but in 2010 the General Accountability Office found that only 42 percent of school districts it surveyed had heard of it. The GAO survey also found that only about 34 percent of districts had accessed the clearinghouse Web site at least once and that even fewer used it frequently. In an updated report in December 2013, the GAO said dissemination remained problematic. The need is more urgent now, with the implementation of the Common Core state standards. Publishers are aggressively pushing curricula that claim to be aligned with the new standards, but district purchasing officers cannot just go to the clearinghouse and search for tested Common Core curricula. Instead they have to search for studies on the particular curricula they are considering—and not all of them are in the database.

Easton and others have acknowledged the need for a better pipeline to schools. As part of the solution, the clearinghouse has published 18 “practice guides” that lay out what is known about subjects such as teaching students who are learning English or teaching math to young children. Each is compiled by a panel that brings together researchers, teachers and school administrators. The practice guides may also direct future research, says psychology professor Sharon Carver, a member of the early math panel and director of Carnegie Mellon’s Children’s School. She urges her graduate students to read the guides that relate to their field and look for areas that need more exploration.

Each research question is an attempt to fit in another piece of a very large puzzle. “I don’t think you can look at education from the point of view of whether it works or doesn’t work, as if it’s a light bulb,” says Joseph Merlino, president of the 21st Century Partnership for STEM Education, a nonprofit in suburban Philadelphia. “I don’t think human knowledge is like that…. In a mechanical age, we are used to thinking of things mechanically. Does it work? Can you fix it? I don’t think you can fix education any more than you can fix your tomato plant. You cultivate it. You nurture it.”

Merlino’s organization administered a five-year, IES-funded randomized controlled study of the effectiveness of applying four principles of cognitive science to middle school science instruc-

tion. A total of 180 schools in Pennsylvania and Arizona were randomly assigned modified or unmodified curricula. One part of the study was based on cognitive science research about how people learn from diagrams. Merlino says the researchers learned that some of the things that graphic artists might put into a diagram to make it jazzy—such as lots of colors—actually distract from learning. The researchers also found that students need instruction in reading diagrams. That is the kind of result that could be integrated into the design of a new textbook. Teachers could also take time to explain the meaning of different symbols in a diagram, such as arrows or cutaways.

Making educators an important part of the research process could also get results into the classroom. Teachers often feel that the expertise they have gained from their experience is ignored and that they instead get a new, supposedly evidence-based curriculum every few years without much explanation of why the new one is so much better than the old. And in the past, researchers have not generally felt that it was their role to explain their work to teachers. That is changing, says Nora Newcombe, a professor of psychology at Temple University and principal investigator of the Spatial Intelligence and Learning Center. “I think people are really waking up to the idea that if you take federal tax dollars, you are supposed to be sharing your knowledge.”

The exchange of knowledge can go both ways. In the Pennsylvania and Arizona science curriculum study, teachers were involved in the initial design of the experiments. “They were more like master teachers,” Newcombe says. “They taught, and they gave us feedback,” she adds. Because the study took place in actual schools rather than a lab, the researchers trained the classroom teachers as the work proceeded.

Other researchers point to the model of Finland, where educational theories, research methodologies and practice are all important parts of teacher education, according to Pasi Sahlberg, who in 2011 wrote Finnish Lessons, an account of how the country rebuilt its education system and rose to the top of international math and literacy rankings. In some ways, the comparison to American schools is unfair because Finland is a more homogeneous country. But Newcombe thinks that U.S. teacher training should include the most recent developments in cognitive science. In many teacher education programs, students “are taught a psychology that is not just 10 but more like 40 years out-of-date,” she says. That basic grounding could help teachers assess the importance of new research and find ways to incorporate it into their classrooms. “You can’t really write a script for everything that happens in the classroom,” Newcombe says. “If you have some principles in your mind for what you do in those on-the-fly moments, you can do a better job.”

MORE TO EXPLORE

Visual Environment, Attention Allocation, and Learning in Young Children: When Too Much of a Good Thing May Be Bad, Anna V. Fisher et al. in Psychological Science. Published online May 21, 2014.
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