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The term statistical learning in infancy research originally referred to sensitivity to transitional probabilities. Subsequent research has demonstrated that statistical learning contributes to infant development in a wide array of domains. The range of statistical learning phenomena necessitates a broader view of the processes underlying statistical learning. Learners are sensitive to a much wider range of statistical information than the conditional relations indexed by transitional probabilities, including distributional and cue-based statistics. We propose a novel framework that unifies learning about all of these kinds of statistical structure. From our perspective, learning about conditional relations outputs discrete representations (such as words). Integration across these discrete representations yields sensitivity to cues and distributional information. To achieve sensitivity to all of these kinds of statistical structure, our framework combines processes that extract segments of the input with processes that compare across these extracted items. In this framework, the items extracted from the input serve as exemplars in long-term memory. The similarity structure of those exemplars in long-term memory leads to the discovery of cues and categorical structure, which guides subsequent extraction. The extraction and integration framework provides a way to explain sensitivity to both conditional statistical structure (such as transitional probabilities) and distributional statistical structure (such as item frequency and variability), and also a framework for thinking about how these different aspects of statistical learning influence each other.
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Humans live in a world filled with statistical regularities. Balls thrown into the air typically fall back to earth; nouns such as dog or boy are typically preceded by articles such as a or the. There is no doubt that learners are sensitive to these statistical regularities. One term to describe the ability to detect and use statistical structure is statistical learning. Safran, Aslin, and Newport (1996) proposed this term to describe infants’ ability to identify word boundaries solely from the statistical relation between sounds in the input. It is now widely acknowledged that infants and adults encode the statistical structure of their environment in a variety of tasks, including sequence learning (e.g., Haith, Wentworth, & Canfield, 1993; Stadler, 1992), category boundary detection (e.g., Maye, Werker, & Gerken, 2002), word-object association (Smith & Yu, 2008), cue-category association (Thiessen & Saffran, 2007), and causal learning (Sobel & Kirkham, 2007). Statistical learning likely plays a role in many different aspects of development, but it is thought to play an especially crucial role in language development. The discovery that infants are capable of benefiting from statistical structure in the input led to a reevaluation of the role of learning in language acquisition, after several decades of theoretical claims that learning played a relatively minor role in the process (e.g., Chomsky, 1980; Lidz, Gleitman, & Gleitman, 2003).

But the discovery of the importance of statistical learning has, in turn, raised a new set of issues. Perhaps the most important of these is the need for a definition of the mechanism (or mechanisms) that makes statistical learning possible. Consider the breadth of learning phenomena to which the term statistical learning is applied. One example of statistical learning is identifying conditional relations among elements of the input, allowing learners to detect that some aspects of the input are likely to predict each other or “go together,” like sounds within a word (e.g., Aslin, Saffran, & Newport, 1998). Infants and adults are sensitive to conditional relations in both sequentially (e.g., auditory) and simultaneously (e.g., visual) presented stimuli—but it is not clear whether learning from both kinds of input is accomplished by the same or different mechanisms (e.g., Conway & Christiansen, 2006; Kirkham, Slemmer, & Johnson, 2002). And even beyond conditional relations, recent work has established that there are a variety of other statistical relations that influence learning. For example, infants are able to discover category boundaries simply from exposure to a distribution of exemplars differing in frequency (e.g., Maye et al., 2002). In addition, infants and adults are sensitive to the correlation between perceptual features and aspects of the input that are not directly perceptible (such as word boundaries) and learn to use these perceptual features as cues (e.g., Thiessen & Saffran, 2003).
As this brief discussion indicates, humans are sensitive to both statistical information contained in a single stimulus (e.g., a word) and statistical information that can be integrated across several different stimuli (e.g., the exemplars composing a category). The breadth of statistical learning phenomena presents a challenge for a mechanistic account of statistical learning. It is not clear whether the same mechanism is responsible for sensitivity to both kinds of statistical information. Furthermore, it is not clear how these kinds of information interact, and when learners would favor one kind of information over another (e.g., E. K. Johnson & Jusczyk, 2001; Thiessen & Saffran, 2003). There have been several mechanisms proposed to explain statistical learning. However, the vast majority of these mechanistic accounts have been solely focused on sensitivity to conditional relations, primarily in the context of word segmentation (e.g., Frank, Goldwater, Griffiths, & Tenenbaum, 2010; Perruchet & Vinter, 1998). These models typically ignore, or are unable to account for, sensitivity to statistical information that requires integrating information across exemplars. Similarly, models of information integration are not intended to account for sensitivity to conditional relations, or segmentation of fluent input into smaller chunks (e.g., Feldman, Griffiths, & Morgan, 2009; Hintzman, 1984). That is, most prior theoretical accounts of statistical learning are single-process accounts: They focus on one aspect of statistical learning and are agnostic about other aspects, or how different aspects of statistical learning might interact.

Our goal in this review was to develop a framework to explain statistical learning that is able to incorporate the multiple different kinds of statistical relations to which learners are sensitive. The framework we propose accounts for statistical learning in terms of processes that are an integral part of memory. That is, we believe that sensitivity to statistical information in the environment arises directly from the way that humans (and other species) store and access information in memory. In particular, we invoke two memory-based processes to explain statistical learning: extraction and integration across units stored in memory to identify central tendencies. This account assumes that learning involves the extraction and storage of statistically coherent chunks of the input (for evidence in favor of this assumption, see the discussion in the *Extraction and Conditional Statistics section). Storing these statistically coherent clusters provides an opportunity for integration of information across the items in memory. Processes of integration are routinely invoked in models of long-term memory, especially those concerned with sensitivity to prototypes and category formation (e.g., Hintzman, 1984; McClelland & Rumelhart, 1985). Integration will also allow learners to detect those features that are common across prior exemplars, an ability that has been argued to play an important role in cue learning (e.g., Thiessen & Saffran, 2007).

The framework we are advocating extends beyond prior models of statistical learning, in that it encompasses more than just learning of conditional relations. By doing so, it provides an opportunity to explore the interplay between different kinds of statistical information in the environment. This has been an important topic of research (e.g., E. K. Johnson & Jusczyk, 2001; E. K. Johnson & Seidl, 2008; Saffran & Thiessen, 2003), but one that has not been systematically incorporated into theoretical accounts of statistical learning (though see Adriaans & Kager, 2010). Additionally, this framework provides an opportunity to generate hypotheses about the development of statistical learning. Much prior research has sought to explain how statistical learning might contribute to development (e.g., Maye et al., 2002; Saffran et al., 1996; Thiessen & Saffran, 2003). Much less is known about how statistical learning itself develops and changes with age (though see Hudson Kam & Newport, 2009; Kirkham et al., 2002). By advancing an account of the processes underlying statistical learning, it becomes possible to make principled predictions about how the operation of those processes should change with age, which provides an opportunity to synthesize research on statistical learning with a broader developmental view of the factors that should influence statistical learning.

As such, the goal of this review was, first, to provide an overview of the characteristics of statistical learning. We suggest that the term statistical learning refers to three qualitatively different kinds of tasks: tasks that require sensitivity to conditional relations (e.g., word segmentation), tasks that require sensitivity to distributional information (e.g., category learning), and tasks that require sensitivity to the relation between perceptual characteristics of the input and the units that organize the input (e.g., cue learning). Second, we provide a framework that accounts for all of these disparate statistical learning phenomena. This framework combines processes responsible for extracting units (e.g., words or shapes) from the input with processes responsible for integrating information across those units, and can therefore provide an account for sensitivity to both statistical information relevant to a particular stimulus (accomplished via extraction) and arising from a comparison across multiple stimuli (accomplished via integration).

In the first section of this review, we discuss the kinds of statistical structures to which humans are sensitive and propose that these can be grouped into three categories: conditional, distributional, and cue-based statistics. As we discuss in the second section, extraction provides an account for sensitivity to conditional statistical information (such as that used in word segmentation), but is insensitive to other forms of statistical information. Conversely, as we discuss in the third section, integration across exemplars provides an account for sensitivity to distributional information, but no explanation for how exemplars are initially segmented from the input. But a framework combining these processes, as we discuss in the fourth section, is capable of accounting for the full range of statistical learning phenomena, including detection of category boundaries (e.g., Maye et al., 2002; Vallabha, McClelland, Pons, Werker, & Amano, 2007), and the discovery of useful cues for subsequent learning (e.g., Rakison & Lupyan, 2008; Thiessen & Saffran, 2003), and is also capable of explaining how different kinds of statistical information interact and influence each other both in a single set of stimuli (e.g., Saffran & Thiessen, 2003) and across developmental time (e.g., Thiessen & Saffran, 2003).

**Defining Statistical Learning:**

**What Statistical Relations Are Learned?**

Any successful account of statistical learning must be rooted in a consideration of the kinds of statistical relations to which learners are sensitive. The term statistical learning has been applied to a wide variety of situations in which learners demonstrate some sensitivity to the statistical structure of the input. Though all of
Conditional Statistics

Conditional statistics measure the predictive relationship between two events X and Y. Transitional probability (Harris, 1955; Hayes & Clark, 1970; Safran et al., 1996) is a commonly used example of a conditional statistic and describes the likelihood that event Y will occur given information that some other event X has occurred. When X regularly predicts Y, transitional probabilities are high; transitional probability is low when X rarely predicts Y. For example, if X occurs 100 times, and the sequence X-Y occurs 30 times, the transitional probability between X and Y is 30%. Conditional statistics are a more robust metric of the strength of the relation between two events than the simple frequency of their co-occurrence (e.g., Aslin et al., 1998). This is due to the fact that two items can occur together quite frequently simply by virtue of the fact that they are both high-frequency items in the input. For example, a phrase like “the man” is relatively common, because both words are high frequency. However, because “the” can be followed by many other words, the transitional probability between “the” and “man” is low.

Human infants and adults are sensitive to conditional statistics, as are a variety of nonhuman animal species (Aslin et al., 1998; Toro & Trobalón, 2005). This sensitivity has been investigated most closely in the context of word segmentation. Across languages, sounds within a word are more predictable than sounds across word boundaries (e.g., Harris, 1955). For example, the co-occurrence of “copter” is very likely to come next after “helicopter”, but many different words could occur after “happy”. To explore whether learners are sensitive to this statistical property, experimenters have used artificial languages containing no cues to word segmentation except the statistical relations among sounds within and across word boundaries. Safran et al.’s (1996) experiments provide a paradigmatic example of this experimental strategy. Infants were exposed to fluent speech containing four nonsense words: pabiku, golabu, padot, and tutaro. These words occurred in random order, with no pauses between words, for 90 repetitions apiece (approximately 2.5 min). In the test phase, infants were presented with words, and their looking time to words was compared with one of two different kinds of foil items: nonwords (syllables that never occurred together in the speech stream, such as kituro) or part-words (syllables that occurred across word boundaries, such as hupado). Infants’ looking times revealed that they were able to discriminate between words and nonwords, and also between words and part-words. Statistical coherence is high in word test items, and low in nonwords and part-words. The finding that a discrimination between highly coherent and less coherent test items is quickly learned has been replicated many times, indicating that learners are sensitive to statistical coherence in the speech stream (e.g., Aslin et al., 1998; E. K. Johnson & Jusczyk, 2001; Thiessen & Safran, 2003).

Sensitivity to conditional statistical relations is not limited to relations between sound sequences within a speech stream. Learners also display sensitivity to sequential conditional statistics in tactile, visual, and tonal stimuli (Conway & Christiansen, 2006; Kirkham et al., 2002; Safran, Johnson, Aslin, & Newport, 1999). Furthermore, learners are sensitive to conditional relations among sequences of actions, both their own and others’ (e.g., Baldwin, Andersson, Safran, & Meyer, 2008; Stadler, 1992). Although most demonstrations of sensitivity to conditional relations have occurred with sequential presentation, humans are also sensitive to conditional relations among elements presented simultaneously (e.g., Fiser & Aslin, 2005). This occurs when participants are shown complex scenes made up of several individual shapes. Across these scenes, the presence of one shape predicts the co-occurrence of a second shape, or multiple additional shapes. At test, learners discriminate between groupings of shapes that consistently occurred together and groupings of shapes that were less likely to co-occur (e.g., Fiser & Aslin, 2002). Note that in these laboratory demonstrations of sensitivity to conditional statistical relations, test trials typically involve discrimination between sequences with very high conditional relations (often approaching, or equal to, 100%) and sequences with far lower conditional relations. It is as yet unclear what minimum difference in likelihood is necessary to differentiate between conditional relations with different strength.

Critically, human sensitivity to statistical relations is not limited to elements that occur adjacent. Many of the relations that infants and adults learn involveregularities between elements that are not immediately adjacent, as is often the case in language. Although the predicts a subsequent noun, the noun can follow several words later (as in). If statistical sensitivity were limited to detecting relations between adjacent items, statistical learning would be a severely limited learning tool. This is not the case. Several experiments have demonstrated that infant and adult learners detect conditional relations between nonadjacent elements, both in linguistic and nonlinguistic stimuli (Creel, Newport, & Aslin, 2004; Newport & Aslin, 2004). In sequences where X and Y are separated by intervening, unpredictable elements—such that the input might include sequences like XAY, XBY, and XCY—learners detect that X predicts that Y will follow. This kind of nonadjacent learning appears to be more difficult than detecting adjacent relations. For both audio and visual stimuli, the detection of nonadjacent relationships must be supported by high variability among intervening elements (Gómez, 2002) or by a perceptual cue linking the nonadjacent elements (e.g., Baker, Olson, & Behrmann, 2004; Creel et al., 2004). This kind of support is not necessary for the discovery of adjacent conditional relations.

Distributional Statistics

Conditional statistics reflect the strength of the relationship between elements X and Y. In contrast, distributional statistics reflect the central tendency, or prototypical characteristics, of a set of elements. These statistics are referred to as distributional because learners are sensitive to the frequency and variability of exemplars in the input (e.g., Maye, Weiss, & Aslin, 2008; Mintz,
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The second feature of the distributional structure of the input to which learners are sensitive is variability. When exposed to distributions with high variability, learners accept a wider range of exemplars as members of a category and are correspondingly less certain when required to make judgments about stimuli near a category boundary (e.g., Clayards, Tanenhaus, Aslin, & Jacobs, 2002). When there is very low variability in the input, category boundaries are comparatively sharper. Note that this discussion of variability presumes that learners are able to detect within-category variation, which is not represented according to classical theories of categorical perception (e.g., Liberman, Harris, Hoffman, & Griffith, 1975). Subsequent research, however, has demonstrated that listeners are sensitive to intracategory variation even with stimuli over which categorical perception can be easily obtained (e.g., McMurry, Tanenhaus, & Aslin, 2002; Miller & Volley, 1989; Pisoni & Tash, 1974).

In addition to the frequency and variability of the exemplars themselves, another distributional feature of the input to which learners are sensitive is the context in which exemplars occur. These contextual distributions can serve as cues to categorical distinctions. For example, Thiessen (2007) found that infants were more likely to use the categorical distinction between phonemes (such as /d/ and /t/) in word-learning contexts if they had previously seen the phonemes associated with different lexical forms (such as diaper, doggy, tiger, and toothbrush). This is an example of a phenomenon known as acquired distinctiveness: When two similar stimuli are paired with distinct contexts, learners distinguish between them more easily (Honey & Hall, 1989; James, 1890). This, in turn, makes it more likely that the learner will treat them as members of different categories, whether in terms of the learner’s response to those stimuli (e.g., Edwards, Jagielo, Zentall, & Hogan, 1982) or in terms of detecting a change from one stimulus to the other (e.g., Thiessen & Yee, 2010).

Cue-Based Statistics

A final ability that falls under the umbrella of statistical learning is cue discovery and weighting. This occurs when learners detect that some perceptual feature of the input indicates the presence of a property that is not directly accessible from the perceptual characteristics of the input. For example, unlike the white spaces between words in print, word boundaries in speech are not marked by a consistent perceptual feature. Similarly, many internal characteristics, such as animacy or emotional state, cannot be directly observed. Instead, the presence of these properties must be inferred from the directly perceptible cues with which the properties are associated (e.g., Rakison & Lupyan, 2008). Cue-based statistical learning refers to the process through which infants discover which perceptible attributes of the input are correlated with attributes that are not directly perceptible, and how they learn to weight some cues more heavily than others (e.g., E. K. Johnson & Seidl, 2008).

In the context of statistical learning, the most widely studied example of cue-based learning is the discovery of acoustic cues to word boundaries such as pauses, phonotactics, and lexical stress (e.g., E. K. Johnson & Jusczyk, 2001). For example, words in English typically begin with a stressed syllable (Cutler & Carter, 1987), and adults treat stressed syllables as word onsets (e.g., Cutler & Norris, 1988). By the time they are 8–9 months of age, English-learning infants also use stress as a cue to word onsets (e.g., E. K. Johnson & Jusczyk, 2001). Strikingly, although younger infants fail to use stress as a cue (Thiessen & Saffran, 2003), they can be taught to do so through exposure to isolated words instantiating a regular stress pattern (Thiessen & Saffran, 2007). Similarly, infants can learn to use phonotactic regularities to segment fluent speech (Saffran & Thiessen, 2003). Critically, learners are able to identify these cue regularities when the cue functions probabilistically rather than deterministically (e.g., Graton, Coles, & Donchin, 1992; Thiessen & Saffran, 2007).

This discussion of cues to word boundaries illustrates an important point about cue-based statistical learning: Learners generalize their knowledge about cues to novel settings. Once an infant has discovered that stress predicts word onsets, that knowledge will be applied widely. Infants will even apply their knowledge to settings in which it is incorrect, as in settings in which the correlation between cues and word boundaries is violated because a word is stressed on the second syllable (e.g., P. W. Jusczyk, Houston, & Newsome, 1999; Thiessen & Saffran, 2007). Of course, generalization can and does occur in conditional and distributional statistical learning (e.g., Maye, Weiss, & Aslin, 2008; Thiessen, 2011a). The generalization in cue-based statistical learning is especially notable, though, in that it alters subsequent
learning. This process has been referred to as “learning how to learn” (e.g., Harlow, 1949; Thiessen & Saffran, 2003; Yerkes, 1943). Once the perceptual features that cue underlying structure have been learned, these perceptual features change the way that learners detect structure in the future (e.g., Curtin, Mintz, & Christiansen, 2005).

Like other forms of statistical learning, cue-based learning is not limited to linguistic input. Cue-based statistical learning plays a role in visual tasks from simple flanker-style response tasks (e.g., Lehle & Hubner, 2008), to judgments about whether a particular pattern of motion corresponds to animate or inanimate objects (e.g., Rakison, 2005), to nonlinguistic auditory tasks (e.g., Holt & Lotto, 2006), and many other domains. In all of these domains, learners weight the use of a cue at least partially as a function of the strength of the probabilistic relationship between the cue and the critical category or response (e.g., Gratton et al., 1992; Thiessen & Saffran, 2004). In each of these domains, however, the critical feature of cue-based statistical learning is that the cue, once identified, serves to shape subsequent learning.

Many theories of cue weighting rely on attention to explain the increasing sensitivity to valid cues (e.g., Griffiths & Mitchell, 2008; Lehle & Hubner, 2008; Samuelson & Smith, 2000; Smith, Jones, & Landau, 1996). That is, once a cue has been identified, attention to the cue affects subsequent learning and performance. Attentional theories of cue-based learning are quite consistent with the fact that the salience of the cue appears to play an important role in how easily a cue is learned (e.g., Trabasso & Bower, 1968). Indeed, salience can be a more powerful factor than reliability in predicting learners’ generalizations. In some instances in which a very subtle cue is reliable, learners will generalize on the basis of a less reliable but more noticeable cue (e.g., Emberson, Liu, & Zevin, 2009; Lidz et al., 2003). The emphasis on salience over reliability is heightened when learners are under time pressure (e.g., Lamberts, 1995). This should not be taken to mean that salience is necessarily separate from or in opposition to statistical learning. What a learner considers to be a salient property of the input is due in part (though certainly not entirely) to their prior experience with statistical structure of the environment (e.g., Honey & Hall, 1989). As this discussion indicates, a complete model of statistical learning should incorporate effects of, and influences on, attention. This is a point to which we return in the Linking Extraction and Integration Through Attention section.

Summary

Although it is clear that learners are sensitive to many different kinds of statistical relations in the input across a variety of input domains, it is unclear whether all three forms of statistical learning share the same underlying mechanism, as might be implied by the fact that all are referred to by the term statistical learning. Our goal in this review was to advance a memory-based framework for statistical learning that will clarify this mechanistic question. This framework is based on the combination of two processes that we term extraction and integration. Extraction is the process of identifying statistically coherent clusters (defined by conditional relations) of perceptual features and storing them in memory as discrete representations (such as word forms). Integration is the process of comparing across those clusters to identify commonalities and the central tendency of the input. As we argue, neither process in isolation is capable of accounting for the range of statistical learning phenomena described above. In combination, however, they enable a unified framework to explain the entire range of statistical learning.

Extraction and Conditional Statistics

Models of conditional statistical learning can be classified into two groups: boundary-finding models and clustering models. Boundary-finding models search for regions in the input where conditional relations between adjacent elements are (relatively) low and impute a boundary between units there. For example, some serial recurrent networks are trained to predict individual elements in a sequence of speech sounds on the basis of previous sounds. Word boundaries can be inferred at any region where predictability of the next sound falls below a threshold (e.g., Elman, 1990). Boundary-finding models do not represent or store the units (such as words) whose boundaries they discover; rather, they learn and represent the statistical relations between elements in the input. Clustering models, by contrast, store clusters of statistically related elements (e.g., Giroux & Rey, 2009). In word segmentation tasks, for example, clustering models store clusters of speech sounds with strong conditional relations in a lexicon of candidate word forms (see Orbán, Fiser, Aslin, & Lengyel, 2008, for an example of a clustering model in a nonlinguistic domain). Several different types of clustering models have been proposed in the statistical learning literature. Two of the most prominent approaches are chunking (Perruchet & Vinter, 1998) and Bayesian hypothesis testing (e.g., Frank et al., 2010).

Different clustering models invoke very different processes, and it is not yet clear which type of clustering model is the most faithful simulation of the human learning process (Frank et al., 2010). Assessing which formulation of the clustering approach is the best fit to human learning is beyond the scope of this review. However, all clustering models concur that the output of learning is a set of statistically coherent clusters that have been extracted from the input and stored in memory as discrete representations. In this section, we review the evidence that statistical learning does, in fact, result in the formation of this type of discrete representation. This evidence provides strong support for the claim that conditional statistical learning involves some form of extraction of coherent clusters (such as word forms) from the input. But although a process of extraction allows for sensitivity to conditional statistical relations, we argue that clustering models are poorly suited to explain sensitivity to distributional and cue-based statistical regularities. That is to say, a complete account of statistical learning requires some process in addition to extraction.

Evidence in Favor of Extraction

The primary claim of clustering models is that learning results in discrete representations that have been extracted from the input (e.g., words from a sentence, or shapes from a visual array). This claim has been examined directly on a number of occasions with linguistic stimuli in statistical learning tasks and is supported by evidence that humans treat the items they segment as lexical items. For example, infants accept words from the synthesized speech in English utterances after exposure to a stream of synthesized speech (Saffran, 2001). Similarly, infants and adults learn labels for novel
objects more easily when provided the opportunity to segment the labels from fluent speech (Graf Estes, Evans, Alibali, & Saffran, 2007; Mirman, Magnuson, Graf Estes, & Dixon, 2008). These results indicate that the objects that infants and adults identify via statistical learning are represented in the unitized manner consistent with word forms, as should be the case if clustering models are correct.

In clustering approaches, speech segmentation consists of synthesizing a set of elements (e.g., syllables) into larger units (e.g., words). This means that learners should differ in their response to subcomponents of a unit (e.g., *eleph* from the word *elephant*) as they become more familiar with the overall unit. As the learner becomes more familiar with the larger unit, the subcomponents embedded within that unit become less plausible candidate items to segment from the input. To put this in terms of linguistic materials, as a learner becomes more certain that *elephant* is a word, *eleph* becomes a less compelling candidate word; the word interferes with other potential word forms embedded within it. As the longer word form accrues more evidence, the embedded components become less plausible and are removed from the lexicon (Frank et al., 2010; Perruchet & Vinter, 1998). Although different clustering models instantiate this competition between clustered units and their embedded components differently, they share the prediction that these items compete to be extracted (e.g., Giroux & Rey, 2009; Orbán et al., 2008).

This competition between extracted units and embedded components is not present in boundary-finding models (e.g., Christiansen et al., 1998). Boundary-finding models identify boundaries on the basis of the probabilistic structure of the input. For example, with linguistic stimuli such as a sequence of syllables, these models learn the likelihood that two syllables will co-occur, and posit word boundaries at regions in the sequence where predictability is low. Increased exposure strengthens the model’s knowledge of the probabilistic relations between all of the syllables within a word equally. This is a key difference between clustering and boundary-finding approaches that leads to an empirically testable prediction (e.g., Giroux & Rey, 2009). From a clustering perspective, as learners become more familiar with units (e.g., a word), they should become less able to distinguish subcomponents from within that unit (e.g., *eleph* from *elephant*) from a random configuration of elements; their knowledge of embedded subcomponents weakens due to interference as their familiarity with the overall unit increases. From a boundary-finding perspective, as the learner becomes more familiar with a unit, they should also become better at distinguishing embedded components from random configurations of elements. This is because boundary-finding models are storing the likelihood of transitions between elements rather than extracting words.

In laboratory experiments, humans conform to the predictions of a clustering account, rather than a boundary-finding approach: As exposure to the language increases, participants actually become less able to identify the sublexical embedded components within a word (Giroux & Rey, 2009). Indeed, this phenomenon is not limited to speech. Fiser and Aslin (2005) demonstrated the same process with visual input. In their experiments, participants were presented with a series of visual scenes composed of 12 shapes displayed simultaneously. These shapes were distributed into combinations that always occurred together, a kind of conditional statistic to which learners are sensitive (e.g., Fiser & Aslin, 2002). While participants learned the three-shape complexes, they failed to distinguish spurious pairs from pairs that were embedded in a complex. For example, if *star-triangle-square* and *moon-diamond-hexagon* were both true triplets, learners would fail to distinguish between *star-triangle* and *square-moon* (see Orbán et al., 2008, for further discussion). Fiser and Aslin (2005) refer to this as an “embeddedness constraint”: As overarching structures are learned, knowledge of the constituent forms embedded in those structures is attenuated. The fact that this constraint can be seen for both sequential linguistic input and simultaneous visual input suggests that the extraction of units (as opposed to simply learning transitions between elements) is a domain-general feature of conditional statistical learning.

### The Relation Between Extraction and Conditional Statistics

The extraction of statistically coherent clusters is informative with respect to the format representations in memory. It is important to note, however, that it is possible to define “statistically coherent” in a variety of ways. Several different models of conditional statistical learning (primarily with respect to word segmentation) have been suggested, many of which take advantage of different statistical metrics (see Frank et al., 2010, for an overview of several different clustering models). Most of these models fit extant human data reasonably well, so it is not yet possible to conclusively differentiate between them. All of these models, though, are meant to achieve sensitivity to conditional relations, and not simply identifying items in the input that frequently occur (e.g., Aslin et al., 1998). To illustrate how clustering models achieve sensitivity to conditional relations, we discuss two types of models: a chunking model and a Bayesian model. Although this is not an exhaustive review, the principles that enable these models to identify clusters that are coherent (not merely frequent) will provide an introduction to the logic that underlies clustering models more generally.

For many kinds of input, statistical coherence and frequency are confounded. As an example, consider the difference between words (syllable groupings that are coherent) and spurious syllable groupings formed across word boundaries (such as the grouping *tyba in pretty baby*). Because by definition the words *pretty* and *baby* will occur more frequently than the conjunction of these two words, the statistically coherent items are also the more frequent items. As such, before claiming that a model is sensitive to conditional probability, it is important to demonstrate that they are not simply responding to the frequency with which an item occurs. A stringent test of a model’s ability to benefit from conditional statistics in linguistic input is to present the model with a language in which one set of words occurs twice as often as a second set of words. In this case, although all the words have stronger conditional relations than part-words, the part-words formed between the frequent words occur just as often as the uncommon words. Both adults and infants are capable of learning a language of this type (i.e., of distinguishing between words and part-words), based solely on conditional statistical relations rather than frequency (Aslin et al., 1998). Both chunking models and Bayesian models...
are capable of identifying words when presented with a language of this type, though they succeed in somewhat different ways.

To segment words, chunking models such as Parser (Perruchet & Vinter, 1998) rely on three processes: activation, decay, and interference. When initially exposed to a string of syllables, Parser randomly groups them into chunks. These chunks receive a set level of activation when they are first created; as the model proceeds through the input stream, the activation of the chunks stored in memory decreases over time (unless the chunks are reencountered) due to the effect of decay. Groupings of the input that are less likely to occur (e.g., syllables that co-occur across word boundaries) are less likely to be chunked. Even when they are chunked, they are less likely to be chunked again (because they occur relatively rarely), and thus more subject to decay. Over time, then, the chunks that are highly active in memory begin to reflect the statistical structure of the input, because those chunks that occur more often (i.e., words) receive more activation, and decay less, than infrequent chunks.

In addition to the frequency of chunks, Parser (Perruchet & Vinter, 1998) is sensitive to conditional structure. After exposure to a string of speech, the words in Parser’s lexicon are more highly activated even than spurious syllable groupings across word boundaries that occur equally often. This is due to the effect of interference. If a component element (a syllable) within a chunk occurs in a different chunk, the prior chunk suffers interference. Consider the effect of interference on Parser’s segmentation of a language with four words, diti, bugo, dapu, and dobi, where the first two words occur twice as often as the second two words (e.g., Aslin et al., 1998; Thiessen & Saffran, 2003). Any possible spurious syllable grouping that Parser chunks (e.g., tibu) is only one of several possible part-words that the model might chunk that contains syllables that overlap with each other (e.g., ti in tibu and tida). Whenever a chunk is created that overlaps with another chunk, the strength of these chunks will decrease due to interference. Thus, over a long period of exposure, part-words will be less active than words because words suffer from interference from fewer other potential chunks (Perruchet & Vinter, 1998).

Bayesian models of statistical word segmentation invoke quite different processes, but yield a similar insight about the way in which an extraction process favors words over spurious groupings of syllables across word boundaries (and thus achieves sensitivity to conditional relations). Bayesian models of word segmentation are hypothesis-testing models: They formulate a set of hypotheses about the potential segmentations of a string of text and then assess the likelihood of those hypotheses (e.g., Brent, 1999; Goldwater, Griffiths, & Johnson, 2009). For example, given a string of text like pretty baby, a Bayesian model might formulate segmentation hypotheses like pre tty ba by; prettyba by; prettybaby; pretty baby; and so on. To see how a Bayesian model assesses the likelihood of these different hypotheses, consider Goldwater et al.’s (2009) lexical model. The model estimates the likelihood of each candidate word form, based largely on the number of times the word form occurs in the text (the model’s prior probabilities also play a role and bias it toward shorter words over longer words). Then the model estimates the likelihood of the hypothesis by multiplying the individual probability of the words posited by the hypothesis. This means that a segmentation hypothesis with fewer words (such as pretty baby) will tend to have an advantage over a segmentation hypothesis with more words (such as pre tty ba by), because there will be fewer terms to be multiplied.

The use of probability explains why Bayesian models favor extraction of words over extraction of frequent part-words. Consider, again, the artificial language with four words, diti, bugo, dapu, and dobi, where the first two words occur twice as often as the second two words (e.g., Aslin et al., 1998; Thiessen & Saffran, 2003). Although the part-words formed from the frequent words (tibu and godi) occur just as often as the infrequent words, they are less likely to be segmented. This is due to the fact that the part-words must occur less frequently than the words from which they are formed. Every time a part-word occurs, the word from which it was formed necessarily occurs as well, but the word can occur without the part-word (e.g., when diti is followed by dobi, the part-word tibu does not occur). Because of this, segmentation hypotheses consisting of real words will tend to be more likely than segmentation hypotheses including part-words. The competition between words and part-words occurs not due to activation and interference (as in chunking models) but due to the fact that words will tend to be evaluated as higher probability than part-words, because they occur more frequently.

Bayesian and chunking models of word segmentation differ on many dimensions, but they are both sensitive to the key difference between words and part-words in these artificial languages: Words occur with greater predictability than spurious combinations of syllables across word boundaries. Because clustering models are searching for a limited set of items to extract (as opposed to, for example, storing the entire speech stream intact in memory), words and part-words compete. The greater predictability of words means that these items have an advantage in the competition to be extracted. Although different clustering models simulate this competition in different ways, they converge on the suggestion that the search for a limited set of items to extract gives rise to sensitivity to conditional statistical information.

Extraction Alone Is Insufficient to Explain Statistical Learning

Clustering models of conditional statistical learning are a good fit to the general characteristics of human sensitivity to conditional structure (e.g., Frank et al., 2010; Giroux & Rey, 2009; Orbán et al., 2008). But despite the fact that these models are able to extract the same items from the input as human learners, they are insufficient—in isolation—to explain other aspects of statistical learning. This is because models of extraction are concerned only with how learners identify a set of consistent clusters in the input, and store those clusters in memory. However, the extraction a set of clusters (such as words) does not explain either distributional or cue-based statistical learning, which both require the ability to generalize from prior experience. In the case of distributional learning, a model must be able to generalize to a novel exemplar on the basis of prior experience with a series of exemplars varying along some dimension (or set of dimensions). For cue-based statistical learning, a model must generalize prior experience with a cue (e.g., phonotactic patterns) to novel settings. A learner who is capable only of extraction will fail to detect the common features among extracted items, and be unable to benefit from them.

Indeed, this means that clustering models are unable to model some aspects of word segmentation. This can be seen, for example,
if a clustering model such as Parser (Perruchet & Vinter, 1998) is presented with a sequence of words all exhibiting a phonotactic regularity. As an example, consider what would occur if Parser were presented with a segmentation stream containing four words all following an *str*-initial pattern: *strafing*, *straggler*, *straiten*, and *stranded*. Because the syllables within these words have strong conditional relations, Parser would segment all four words if given enough exposure to the input. If a new fifth word were introduced into the segmentation stream, Parser would segment it quickly as well, having previously identified the other four (e.g., Perruchet, Tyler, Galland, & Peereman, 2004). However, Parser would segment that fifth word just as quickly if the word were consistent with the *str*-initial pattern (e.g., *striping*) as if it were not. Parser has no way of detecting the phonotactic regularity and applying it to subsequent segmentation. A model that only extracts word forms from fluent speech has no mechanism for comparing across the items it has extracted. By contrast, human learners quickly learn to take advantage of those kinds of phonotactic regularities to facilitate subsequent segmentation (e.g., Saffran & Thiessen, 2003; Thiessen & Saffran, 2007). Extraction provides a lexicon of candidate words, but it does not describe how the commonalities across those words are detected or used.

Extraction alone is similarly ill equipped to account for distributional statistical learning, because extraction does not assess the similarity among extracted items. Similarity is critically important for discovering categories (e.g., Madole & Oakes, 1999). The effect of similarity among prior exemplars can most clearly be seen in the fact that humans are sensitive to the central tendency, or prototype, of a set of exemplars. Given exposure to a series of individual exemplars, memory preserves individual details of some, if not all, of those exemplars (e.g., Hintzman, 1976; Hintzman, Block, & Summers, 1973). In addition to recognizing prior exemplars as familiar, participants will also often verify novel exemplars as familiar if they are close to the average of the collective exemplars (e.g., Nosofsky & Zaki, 2002; Roediger & McDermott, 1995). However, discovery of central tendency, category structure, and abstract concepts is only possible if learning involves some process that benefits from the similarity of stored exemplars. Models that do nothing but extract conditional-related elements are able to store exemplars, but they do not take full advantage of the information that they have stored.

**Summary**

Clustering models have been proposed to simulate human learning in many kinds of sequential learning tasks in which identification of conditional relations plays a role. These models extract clusters of conditionally related elements from the input and store them in memory. Although the majority of these models have focused on word segmentation (e.g., Goldwater et al., 2009; Perruchet & Vinter, 1998), they have also been shown to provide a good fit to other tasks, such as sequence learning or segmentation of visual arrays into smaller chunks (e.g., Orbán et al., 2008). Despite the success of clustering models in identifying conditional statistical structure, the process of extracting chunks of conditional-related elements is insufficient, on its own, to account for the full range of statistical learning phenomena. Extraction of a set of items does not account for distributional or cue-based statistical learning. In the next section, we discuss a complementary set of models that fail to acquire conditional statistical structure but that provide excellent sensitivity to distributional information by integrating information across stored exemplars.

### Integration and Distributional Statistics

For many kinds of stimuli, statistical structure is not a function of the sequence or conditionalized probability in which they occur, but rather their distribution along a continuum of similarity. This is the case, for example, in learning phonetic categories. Relatively unpopulated regions along a perceptual continuum are likely to indicate a boundary between phonetic categories. Regions of perceptual space near a category boundary (e.g., between /p/ and /b/ along a continuum of voice-onset time) are ambiguous: Exemplars there are equally close to either category, so it is difficult to determine their category membership (Liberman et al., 1957). Due to communicative pressures favoring clarity, speakers produce relatively few exemplars in these regions, and therefore regions with a sparse number of exemplars provide a cue to category boundaries (e.g., Maye et al., 2002). To identify the category structure in the input, the order of the exemplars does not matter, nor is there any necessary conditional relationship between one exemplar (or category) and the next. Instead, the most important statistical property is the distribution of exemplars across the continuum: their frequency and variability in relation to other exemplars (e.g., Clayards et al., 2008; Maye et al., 2002). Models that provide sensitivity to distributional statistics, therefore, must take advantage of different kinds of regularities in the input. In particular, these models are dependent on some encoding of the similarity structure of the input. Using similarity, these models are able to integrate across exemplars to identify the central tendency of the input and to generalize to novel instances, two abilities that we believe are necessary for a complete description of statistical learning.

### Similarity and Generalization

Modeling the effect of similarity on human learning has been conducted in a number of different ways. According to exemplar memory accounts, all prior exemplars are stored in memory (e.g., Hintzman, 1984; Nosofsky & Zaki, 2002). Sensitivity to central tendency occurs by summation across prior exemplars. A retrieval cue activates all memory traces simultaneously, weighted by their similarity to the cue (e.g., Hintzman, 1986). An alternative approach, a distributed system, does not represent individual memory traces. Instead, each experience affects a distributed set of units. The memory trace of a particular experience is represented by the change in the strength of interconnections between those units. In such a system (e.g., McClelland & Rumelhart, 1985), traces are “superimposed” over each other because each trace influences the connections between units. The primary difference between these approaches is that exemplar memory models preserve each experience independently, whereas in distributed models the collective impact of multiple traces is preserved. In both approaches, however, sensitivity to the central tendency of collected experience arises without explicit representation. For example, both kinds of models allow for sensitivity to prototypes and abstract categories to emerge as a function of the aggregation of multiple prior memories (e.g., Hintzman, 1986).
For ease of exposition, we describe the characteristics of long-term memory models primarily in terms of exemplar memory models such as Hintzman’s (1984) MINERVA 2. Framing the discussion in terms of memory trace models does not represent a necessary theoretical commitment; with relatively minor alterations, the framework we describe could be altered to incorporate a distributed long-term memory system, as in a connectionist architecture. However, we favor an exemplar memory model framework—at least for descriptive purposes—because it establishes an immediate point of connection with conditional statistical learning. The exemplars extracted via conditional statistical learning can feed into the discrete representations used in exemplar memory models. But our central theoretical claim does not relate to the superiority of exemplar memory models over distributed models of long-term memory. Instead, our central argument is that accounts of statistical learning are incomplete unless they incorporate two processes available in models of long-term memory: sensitivity to similarity and integration across multiple exemplars.

MINERVA 2 is a model intended to abstract the central tendency of a set of exemplars. It does so by comparing a current exemplar (whatever perceptual stimulus is being experienced) with exemplars previously stored in long-term memory, and returning a weighted average of the stored exemplars. The average is weighted by similarity: The prior exemplars that are most similar to the current exemplar contribute most strongly to the response generated from long-term memory. In MINERVA 2 (Hintzman, 1984), a memory trace is encoded as a vector of features with values ranging between −1 and 1; 1 can be thought of as the presence of the feature, −1 as its absence, and 0 as an indeterminate value. The similarity between two percepts can be computed as the sum of the product of cross-multiplication between the vectors, divided by the number of nonzero features. For example, 1, −1, 1, −1 is a four-feature percept that is maximally similar to 1, −1, 1, −1, yielding a similarity value of 1. It is maximally dissimilar to −1, 1, −1, 1, yielding a similarity value of −1. Note that in a distributed memory model, the same effect would be realized as overlap in the pattern of activation caused by the two experiences.

When a retrieval cue (or probe) is sent to previously stored traces in long-term memory, the weighted average of all the stored traces is returned. This average (the echo) has two characteristics: intensity and content. The intensity is related to the similarity between the probe and prior experiences; the more similar the probe is to previous experiences, the more active the echo is. The content of the echo is the sum (normalized by the number of traces) of the activity of the traces in memory, weighted by their activity. Traces more similar to the probe will contribute more to the echo than dissimilar traces. Depending on the specificity of the probe, many or few traces may be highly activated, and depending on the homogeneity among (especially highly) active traces, the content of the echo may be ambiguous, or consistent. The returned echo, then, has the property of embodying the weighted average of all of the activated traces, leading MINERVA 2 to be able to emulate prototype formation and schema abstraction (Hintzman, 1986).

Like many models of long-term memory, MINERVA 2 is characterized by sensitivity to similarity structure in the input (achieved via the vector coding scheme) and an ability to integrate information across prior exemplars (achieved via the probe/echo process). This enables MINERVA 2 to identify the central tendency of prior examples (Hintzman, 1984). Just as importantly, it allows the model to generalize on the basis of prior experience (Hintzman, 1986). This is because when the model is presented with a stimulus, the most similar prior experiences are activated. Even if the stimulus is novel, some prior experiences will be activated. If the activated prior exemplars have consistent features, those features will be returned from long-term memory, and guide the response to the (novel) stimulus to be similar to that of other, similar experiences in the past. This allows MINERVA 2 to benefit from commonalities across prior experiences, unlike those models of conditional statistical learning that merely extract items from the input but fail to detect their commonalities.

### Similarity Sensitivity and Distributional Statistics

The processes embodied in MINERVA 2 (and many other models of long-term memory) yield sensitivity to distributional statistical information such as frequency and variability. For an example of how a similarity-based memory trace system gives rise to sensitivity to distributional information, consider learning to use phonemic contrasts in word-object association tasks. Thiessen (2007; see also Thiessen & Yee, 2010) found that 14-month-old infants’ use of phonemic contrasts in a word-object association task is facilitated by exposure to those phonemes in distinct lexical forms. Infants often fail to use phonemic differences in such tasks; after habitation to a novel object labeled daw, infants accept taw as a label for the object (e.g., Stager & Werker, 1998). Thiessen (2007) found that exposure to the phonemes /d/ and /t/ in distinct lexical contexts lessened children’s willingness to accept minimal pair labels interchangeably. After exposure to Dawbow and tawgoo, children no longer accepted taw as a label for the object previously called daw. This was not simply due to increased exposure to the sounds /d/ and /t/, as hearing the sounds in dawgoo and tawgoo (an identical lexical context) did not facilitate children’s performance. Instead, exposure to the sounds in distinctive contexts appears to be critical. This may be related to the phenomenon of acquired distinctiveness: Two similar percepts (in this case, /d/ and /t/) become more easily distinguishable if they are paired with different contexts or consequences (e.g., Hall, 1991).

MINERVA’s vector coding can be applied in a straightforward manner to the stimuli (dawbow, tawgoo, daw, and taw) used in Thiessen’s (2007) experiment (see Table 1). To do so, we use a 16-feature vector, with the first eight features coding the first syllable, and the next eight coding the second syllable. Within each syllable, the first four features describe the voicing status of the consonant, and then whether it is bilabial, alveolar, or glottal

<table>
<thead>
<tr>
<th>Item</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daw</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>−1</td>
<td>−1</td>
<td>−1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Taw</td>
<td>−1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>−1</td>
<td>−1</td>
<td>−1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Dawbow</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>−1</td>
<td>−1</td>
<td>−1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>−1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Tawgoo</td>
<td>−1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>−1</td>
<td>−1</td>
<td>−1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>−1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Dawbow</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>−1</td>
<td>−1</td>
<td>−1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>−1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
(because this demonstration requires no dentals, fricatives, or liquids, these features are omitted). The next four features describe the vowel on the basis of whether it is front/back, rounded/unrounded, high/low, and long/short (in the front/back feature, for example, 1 indicates a front vowel and −1 indicates a back vowel). Though this coding system is loosely based on classical linguistic feature systems (e.g., Chomsky & Halle, 1968), it should be viewed solely as a notational convenience. It does not imply that feature systems (e.g., Chomsky & Halle, 1968), it should be viewed solely as a notational convenience. It does not imply that some lexical forms are more similar than others, information that is lost in many models of conditional statistical learning. The training regime from Thiessen (2007) can be simulated by two different sets of traces. The first set consists of dawbow and tawggo, and the second set consists of dawggo and tawggo.

Consider what happens when these two sets of traces are probed with the test items infant participants heard: daw and taw. For the memory set consisting of dawggo and tawggo, the probe of daw activates traces of dawggo more than traces of tawggo; the probe of taw has precisely the opposite effect. However, because dawggo and tawggo differ only in the voicing of their first consonant, the echo that is returned in response to daw differs from that returned to taw only with respect to the single feature of the voicing status of the first consonant. The daw echo is weighted more toward voicing on this single feature; the taw echo is weighted more toward voicelessness. In all other respects, the daw echo and the taw echo are identical. In contrast, for the set of traces consisting of dawbow and tawggo, the echoes returned to probes of daw and taw are more distinct. In this case, the echoes differ not only in the feature representing voicing for the consonant in the first feature but also in the features corresponding to place of articulation for the consonant in the second syllable. The daw echo contains traces of bilabial activation (due to its association with the second syllable bow), whereas the taw echo is more weighted toward glottal articulation. Thus, in the case in which phonemes have been experienced in different lexical contexts, probes containing those phonemes result in more differentiable echoes. Unlike chunking models, the MINERVA 2 model (Hintzman, 1984) captures the phenomenon that experiencing phonemes in different lexical contexts should promote differentiation of those phonemes (e.g., Thiessen, 2007; Thiessen & Pavlik, in press).

In addition to identifying categories from the distribution of exemplars across contexts, memory trace models are able to use the frequency of different exemplars to learn category boundaries. Consider Maye et al.’s (2002) demonstration that the distribution of exemplars along a continuum of voicing influences their discriminability. In a unimodal distribution in which most of the exemplars occur near the center, either endpoint on the continuum (voiced or voiceless) is equally near to the largest mass of exemplars. Therefore, the echo created in response to the probe of either endpoint is fairly similar, with an ambiguous central value for voicing. The result is quite different if the learner has been exposed to a bimodal distribution, with one mass of exemplars near the voiceless endpoint, another near the voiced endpoint, and comparatively few in the middle. In this case, the echo to the voiceless probe is primarily informed by the large mass of voiceless exemplars. The echo in response to the voiced probe is primarily influenced by the large mass of voiced exemplars. Therefore, the two echoes are more distinct than in the unimodal context, in which both echoes are influenced by the mass of central exemplars.

Note that the input to the learning process in the Maye et al. (2002) experiment is simplified from actual language in a number of ways. First, the exemplars varied along only a single feature (voicing). Second, all of the exemplars fell into discrete steps along this continuum, such that there were many identical exemplars. Third, the same speaker produced all of the exemplars. Finally, infants were not required to generalize their knowledge to new contrasts (though see Maye et al., 2008). As such, it is not clear whether the distributional learning made possible by MINERVA 2’s sensitivity to central tendency (Hintzman, 1986) would suffice for learning from naturalistic language input. As such, the claim here is not that trace memory is sufficient for language learning (though see P. W. Jusczyk, 1993). Rather, the claim is a more limited one: that sensitivity to similarity, and integration across prior experience, is sufficient to describe the kinds of distributional statistical learning phenomena seen in laboratory experiments with infants, adults, and animals. Although these processes are also undoubtedly necessary for natural language acquisition, they are unlikely to be sufficient—models of the acquisition of natural language are likely to require additional processes.

Finally, the process of integration across exemplars instantiated in models like MINERVA 2 (Hintzman, 1984) also yields sensitivity to variability. The discovery of nonadjacent relations provides an example of this. Discovering nonadjacent relations—such as discovering that ko predicts be in novel words like kotibe, kosube, komabe, and kolabe—is more difficult than discovering adjacent relations (e.g., Creel et al., 2004). One factor that facilitates the discovery is the variability of the element intervening between the nonadjacent relationship. When exposed to a string of A–X–C items, where A predicts C, both infants and adults are better able to detect the nonadjacent A–C relationship when the intervening X item is more variable (Gómez, 2002). When there are very few syllables that can fill the X position, learners fail to detect the nonadjacent relationship. The MINERVA 2 framework provides a straightforward mechanistic account to explain this effect of variability (for a more extensive discussion, see Thiessen & Pavlik, in press).

Consider what would occur if long-term memory contained four exemplars: kotibe, kosube, komabe, and kolabe. A subsequent probe to memory that is similar to these items (such as the first syllable ko) would activate all of these traces. The resultant echo returned from memory would be strongly consistent about the information that is consistent across all of these traces. The inconsistent information would tend toward canceling itself out (e.g., Hintzman, 1986). Therefore, upon a probe of ko, this memory system would return koXbe, where the X represents information that is inconsistent across the traces and thus not strongly endorsed in the echo. Furthermore, inconsistent elements are more likely to cancel out as there are more exemplars with different elements. If a learner experiences only two strings (e.g., komabe and kolabe), both of the X elements contribute fairly strongly to the echo, especially for those features for which they are consistent. If a learner experiences many unique strings, none of those individual exemplars contributes as strongly to the overall echo. Only the information that is consistent across all of the traces is strongly
represented. In highly variable input, the information about the X element is likely to be lost or cancelled out, and would not contribute to the judgment of similarity between prior exemplars and novel strings obeying the A-C regularity.

On the surface, tasks such as detecting nonadjacent relations, learning category boundaries, and using contextual information to disambiguate phonemes share little in common. One advantage of modeling is that it provides an opportunity to assess whether the same process can potentially explain behavior in very different tasks. Although the MINERVA 2 architecture—and more generally, models of information integration—are not new (e.g., Hintzman, 1984; McClelland & Rumelhart, 1985), their application to statistical learning phenomena has been relatively limited (though see Adriaans & Kager, 2010). A novel claim of this framework is that integration across exemplars can explain all of the distributional statistical learning phenomena discussed above. If this claim is correct, it should be possible to model all of these phenomena using the same computational model (for a demonstration using an updated version of the MINERVA 2 architecture, see Thiessen & Pavlik, in press).

**Extraction and Integration: Two Incomplete Approaches**

Extraction and integration each account for an aspect of statistical learning. Extraction is the process via which statistically coherent clusters of elements are stored in memory. Integration allows learners to discover the central tendency of the exemplars stored in memory, and benefit from their similarity and distribution. One possible view of these processes is that they operate independently and in isolation, accounting for separate aspects of statistical learning. As the discussion in the previous section indicates, models of long-term memory are able to simulate distributional learning by integrating information across multiple exemplars. However, these models are typically not designed to simulate learning from conditional relations. Memory trace models such as MINERVA 2 (Hintzman, 1984), or the McClelland and Rumelhart (1985) model, do not have a principled way to segment sequential input into discrete chunks, and they often assume that the input for learning comes presegmented (e.g., P. W. Jusczyk, 1993). As such, these models are agnostic with respect to the processes that lead to extraction of coherent chunks from continuous input.

Similarly, many models of extraction are limited in their ability to benefit from similarity structure. For example, chunking models of statistical learning such as Parser (Perruchet & Vinter, 1998) have no way of detecting consistent phonological cues that occur in the words that they segment. If Parser were presented with a sequence of verbs all ending in -ed, it may, depending on the length of exposure and statistical structure of the input, segment all of the verbs successfully. However, Parser has no way of deducing that the novel verb is also likely to end with the same -ed suffix upon presentation of a novel verb stem, because Parser has no mechanism for comparing across chunks and identifying these similarities. For Parser to take advantage of these kinds of word-form regularities, they must be coded in advance (e.g., Perruchet & Tillmann, 2010). This difficulty is not unique to a chunking approach. Models of segmentation via conditional statistical relations often require that other cues (such as phonological cues) be built in ahead of time, rather than learned over the course of exposure to the input (e.g., Christiansen et al., 1998). These models assume (explicitly or implicitly) that the processes underlying the extraction of word forms from fluent speech can be modeled independently of the process of integration of information across those word forms.

As this discussion indicates, most models of statistical learning choose to simulate conditional and distributional statistical learning separately (though see Adriaans & Kager, 2010, for an exception). This is consistent with the possibility that conditional and distributional statistical learning operate separately. Such a proposal accounts for conditional statistical learning (accomplished via extraction) and distributional statistical learning (accomplished via sensitivity to similarity across memory traces). Each kind of process performs a separate task, and can be modeled quite successfully in isolation (e.g., Giroux & Rey, 2009; Hintzman, 1986; McClelland & Rumelhart, 1985; Perruchet & Vinter, 1998). However, if these processes are entirely separate, then there is no opportunity to account for cue-based statistical learning. Models of extraction have no way of discovering the phonemic regularities that come to play an important role in word segmentation (e.g., E. K. Johnson & Jusczyk, 2001; Thiessen & Safran, 2003). Similarly, models of integration lack a principled approach to apply the knowledge they acquire to word segmentation (e.g., P. W. Jusczyk, 1993). These difficulties suggest that an approach in which extraction and integration are conceptualized completely independently is inadequate. Instead, our perspective is that these two systems are deeply intertwined.

We believe that it is possible to create a framework that accounts for the full range of statistical learning phenomena only by combining extraction and integration in a single approach. From our perspective, the processes of integration and extraction bidirectionally influence each other. One route of influence is that the exemplars segmented from continuous input (via the process of extraction) serve as the input for the process of integration. This is consistent with the assumptions made by many models of long-term memory, which operate over exemplars that have previously been segmented from the input but which are agnostic with respect to the process via which the input is segmented (e.g., Hintzman, 1984; P. W. Jusczyk, 1993). In the domain of word segmentation, for example, this perspective suggests that conditional statistical cues allow infants to extract a set of candidate word forms, even before they have discovered phonological cues to word boundaries (Thiessen & Safran, 2003). Once these word forms are stored, it is possible to integrate information across them and discover the phonological regularities that are consistent across these word forms, such as, in English, word-initial lexical stress (Thiessen & Safran, 2007).

The second route of influence between the processes of extraction and integration is that the regularities discovered via the process of integration serve to inform subsequent extraction. Consider word segmentation again: It is a well-established finding that discovering phonological regularities changes subsequent segmentation (e.g., Safran & Thiessen, 2003; Thiessen & Safran, 2007). Indeed, many phonological cues, once learned, are weighted more heavily than the conditional relation between syllables (E. K. Johnson & Jusczyk, 2001). For example, once English-learning infants have discovered that stress is correlated with word-initial position, they will segment sequences like TARis (from guTAR is)
Combining Integration and Extraction for Word Segmentation

Statistical learning has been researched most thoroughly with respect to word segmentation. Because of this, word segmentation provides the best domain to assess any potential account of statistical learning. Our goal was to assess the potential for an account of statistical learning that combines the processes of extraction and integration, so we discuss this account in the context of word segmentation. We propose that a framework that incorporates both of these processes will be able to account for a wider variety of results than any prior account of statistical learning. Prior models and theoretical accounts of statistical learning have been single-process accounts: They are focused on either extraction or integration. Modeling these processes separately, and exploring them in laboratory tasks, has resulted in important advances in our understanding of statistical learning. But studying these processes separately fails to take into account how they influence each other, and how this interaction changes across development.

Indeed, even in the same task, infants show different weightings of information available via extraction and integration as a function of age. When presented with a language for which conditional statistical information and phonological cues (discovered via the process of integration) conflict, younger infants favor conditional cues and older infants favor phonological cues (e.g., Thiessen & Saffran, 2003). Although prior laboratory experiments have been tremendously informative in mapping infants’ weighting of different sources of information across age (e.g., E. K. Johnson & Jusczyk, 2001; P. W. Jusczyk et al., 1999), these experiments do not provide a general account of when infants will favor information that is derived from a single stimulus (i.e., conditional statistics), and when they will favor information that is derived from integration information across multiple exemplars (such as phonological regularities). This highlights the necessity of an account that incorporates both the processes of extraction and integration.

As discussed previously, there are multiple possible computational implementations of both extraction and integration. To implement the process of integration in this framework, we continue to use the MINERVA (Hintzman, 1984) exemplar memory approach described above. For an implementation of the process of extraction, we have chosen to use Parser, a chunking model (Perruchet & Vinter, 1998). Although these implementation choices are not arbitrary, they should not be taken as a claim that these are the only possible implementations for an account of statistical learning that combines extraction and integration. Instead, these choices were made because of the straightforward manner in which it is possible to combine a chunking model with an exemplar memory model: The chunks extracted via the process of chunking are fed to long-term memory as the exemplars to be integrated across. The novel contribution of this framework is not an examination of a particular computational instantiation of the processes of extraction and integration, but rather an exploration of how these processes work in concert.

Benefits of a Chunking Model of Extraction

There are three advantages to a chunking model (as an implementation of the process of extraction) for the present framework: Chunking provides an adequate fit to human performance in con-
ditional statistical learning tasks; it does so without calculating transitional probabilities; it can be combined easily with exemplar memory models (our choice as an implementation of the process of integration). A brief discussion of Parser (Perruchet & Vinter, 1998) will help to illustrate these points. Parser segments words due to the effects of activation, decay, and interference. When exposed to a sequence of syllables, Parser randomly groups them into chunks. This grouping is thought to reflect the action of attention; only those syllables that are simultaneously held in attention are chunked. Over time, the activation of these chunks decays unless the chunks are subsequently encountered again, in which case their activation is increased. If a syllable within a chunk occurs in a different chunk, the prior chunk suffers interference and loses activation. On average, words will be encountered more than spurious groupings across word boundaries (such as *tyba* from *pretty baby*), so the effect of interference will be comparatively larger for spurious groupings than for real words. As the model receives more exposure to the language, the chunks that are most active come to reflect the statistical structure of the input, because the chunks that occur more often (i.e., words) receive more activation, and decay less, than spurious groupings.

Chunking models provide a good fit to human data from word segmentation tasks. Perhaps the most compelling point of convergence between the chunking approach and human data is that chunking models are constructing a set of potential word forms (i.e., chunks). As discussed previously, this also appears to be what human learners are doing during word segmentation tasks. For example, segmentation appears to yield representations of the segmented items as a single unit, as opposed to a set of associations of the elements (e.g., syllables) within the unit (Fiser & Aslin, 2005; Giroux & Rey, 2009). Moreover, the items that are learned in a segmentation task appear to be lexicalized, in that they are potential labels for novel objects (Graf Estes et al., 2007; Mirman et al., 2008). The fit between chunking models and human performance suggests that Parser is a good starting point as a computational instantiation of the process of extraction.

For the purposes of combining extraction with integration to provide an account of cue-based statistical learning, Parser (Perruchet & Vinter, 1998) has a second advantage: It segments without calculating transitional probabilities. Transitional probabilities describe the conditional relation between syllables (e.g., Aslin et al., 1998; Saffran et al., 1996). Transitional probability models segment on the basis of these conditional relations, for example, by inserting word boundaries at regions where the probabilities fall below a certain threshold (e.g., Frank et al., 2010). Because transitional probabilities are, by definition, only influenced by the conditional relation between syllables, segmentation via transitional probabilities is necessarily insensitive to phonological regularities such as phonotactics, coarticulation, or lexical stress (E. K. Johnson & Jusczyk, 2001). A model that segments via transitional probabilities does not know, for example, that certain phoneme pairs are much more likely to occur at word boundaries than within a word; instead, it segments solely on the basis of the likelihood that syllables co-occur. Because of this, theories of segmentation that incorporate both phonological regularities and transitional probabilities often do so using stages of processing. First the speech stream is segmented by phonological regularities, and then transitional probabilities are used to segment candidate words from ambiguous regions of the input where phonological regularities are uninformative (e.g., Mersad & Nazi, 2011; Shukla, Nespor, & Mehler, 2007).

By contrast, according to chunking models, learners are not calculating transitional probabilities in order to segment speech. Instead, the items that are extracted from speech are stored as a function of activation, interference, and decay. Thus, from the perspective of chunking accounts, statistical measures like transitional probability are understood as a description of the statistical structure of the input, but play no part in the process of learning. To illustrate this point, consider backward and forward transitional probabilities. Humans are sensitive to conditional relations in both a forward-going (*Batman predicts Robin*) and a backward-going (*the* does not strongly predict *cat* going forward, but *cat* has a strong “backward prediction” to *the*) direction (e.g., Onnis & Thiessen, in press; Peluchi, Hay, & Saffran, 2009). This is consistent with the principles of a chunking model such as Parser. As an example, if Parser has segmented an artificial language in such a way that *bapi* is a candidate lexical item, this chunk suffers as much interference from an item like *bahu* (which lowers the forward transitional probabilities of *bapi*) as it does from an item like *gopi* (which lowers the backward transitional probabilities). From a chunking perspective, sensitivity to transitional probability in both directions arises naturally from interference (Perruchet & Desauly, 2008). Rather than attempting to calculate both the forward-going and backward-going transitional probabilities (and choosing a method to combine these different metrics), Parser (Perruchet & Vinter, 1998) achieves segmentation by dint of processes that do not require calculation of transitional probabilities. This means that it may be possible for chunking models—unlike transitional probability models—to achieve sensitivity to phonological cues with the same process that yields sensitivity to conditional relations (Perruchet & Tillmann, 2010).

Indeed, the fact that it is possible to achieve segmentation without explicit computation of transitional probabilities has important implications. Although the experimental stimuli in statistical learning experiments are often described in terms of transitional probabilities, it is not clear what (if any) statistic is responsible for learning in these experiments. Saffran et al. (1996) were careful to note that transitional probability is only one of many possible descriptive statistics, and does not necessarily map onto the underlying computations of learners. Subsequent researchers have attempted to determine what kinds of explicit computations best capture learners’ sensitivity to statistical structure (e.g., Aslin et al., 1998; Frank et al., 2010). For example, some authors have suggested that *mutual information* may better capture learners’ statistical intuitions than transitional probabilities, because it captures the strength of the relationship between X and Y in both forward-going and backward-going directions (e.g., Brent, 1999; Redington, Chater, & Finch, 1998). Chunking models sidestep this debate about the statistical computations underlying learning, because they are not computing explicit statistics (Perruchet & Vinter, 1998). Rather, from this perspective, sensitivity to conditional statistical information arises from memory-based processes such as activation, interference, and decay.

A final advantage of a chunking model such as Parser (Perruchet & Vinter, 1998), with its emphasis on processes involved in memory, is that it can be combined with a model of long-term memory in a straightforward manner. One link between them is that the chunks that arise from the process of extraction can be fed
Linking Extraction and Integration

Through Attention

In isolation, the process of extraction explains conditional statistical learning, and the process of integration explains distributional statistical learning. But neither process, alone, is able to account for cue-based statistical learning: the fact that prior experience enables learners to identify phonological regularities and use those regularities to constrain subsequent extraction (e.g., Lew-Williams & Saffran, 2012; Saffran & Thiessen, 2003; Thiessen & Saffran, 2007). By combining the processes of integration and extraction in a single framework, we believe that it is possible to explain cue-based statistical learning. This is possible because both memory trace models (our choice for a computational implementation of integration) and chunking models (our choice for a computational implementation of extraction) emphasize the role of attention in learning. Memory trace models typically incorporate differences in attentional weighting to explain increasing reliance on more reliable cues (e.g., Griffiths & Mitchell, 2008; Kruschke, 2001). In the word recognition and phonetic structure acquisition model (P. W. Jusczyk, 1993), for example, infants learn the features of their language from exposure to the distribution of sounds in their native language. On the basis of this distribution, the learner’s attention is weighted toward features that occur across a wide variety of memory traces. That is, the echoes that result from probes of long-term memory traces guide the learner’s attention. This leads infants to prefer the sound pattern of their native language to the sound patterns of foreign languages (P. W. Jusczyk, Friederici, Wessels, Svenkerud, & Jusczyk, 1993).

Chunking is similarly dependent on attention: Elements in the input are only chunked together when they are simultaneously held in attention. This raises the possibility that attention provides an avenue via which the information stored in memory traces can influence subsequent chunking behavior. Chunking models necessarily incorporate attention, given the proposed centrality of attention to the ability to chunk. However, attention in these models is often not explicitly simulated or does not behave in a systematic manner. Parser is no exception in this regard. Attention in Parser is deployed randomly, grouping together one and three perceptual primitives. To interface with a set of memory traces, and to provide a better model of human learning, attention must influence chunking in a more orderly fashion. This would be possible if the distribution of attention (and thus, chunking) were influenced by prior experience. For example, most content words in English show word-initial stress (e.g., Cutler & Carter, 1987).
experienced chunk, then that memory is activated most strongly and guides segmentation (e.g., Bortfeld, Morgan, Golinkoff, & Rathbun, 2005). If the speech stream contains novel words, no single trace is predominantly activated. Novel incoming speech activates many or all of the traces in memory, graded by the similarity of the input to prior chunks (e.g., Goldinger, 1998).

Elements of those words that conflict cancel each other out, and only the information that is consistent across words is returned from long-term memory (e.g., Hintzman, 1984). In the case of stress, this highlights a word (or chunk) initial cue. But the interaction between traces and chunking can just as easily identify cues to word-final position. Consider an infant who has previously chunked the lexical forms typing, singing, laughing, and kissing. Upon being presented with the novel string jumping jack, the infant should avoid the segmentation jump ing jack. Those prior experiences contradict on many, if not most features, but consistently indicate that ing occurs in chunk-final position in the infant’s lexicon. Components of the input are only chunked together if they are attended simultaneously, so the ability of prior experience to guide attention is crucial.

As these examples indicate, a synthesis between chunking and memory trace models allows for segmentation to adapt to the characteristics of the native language. Neither chunking nor memory trace models alone are capable of simulating cue-based statistical learning (though as Perruchet and Tillmann, 2010, demonstrate, chunking models can be sensitive to acoustic cues—but in that formulation, Parser has no way of learning cues), whereas in combination they can do so. Early in learning, chunking proceeds largely in the absence of strategic or cue-based learning. However, the candidate words that are discovered via chunking contain potential acoustic cues to word boundaries. These chunks (with embedded cues) are fed to long-term memory, allowing for detection of similarity across chunks. To the extent that these chunks correspond to words, and to the extent that there are acoustic cues correlated with word boundaries, memory trace models are capable of discovering the acoustic features of the input that predict word boundaries. Then these features can be used to bias attention in the chunking process, leading to subsequent chunkings that are more likely to match the acoustic characteristics of prior words (e.g., stress or phonotactic patterns). Although there is much computational work to be done to flesh out this framework, the combination of chunking and memory trace models presents the potential to incorporate a far wider range of statistical learning phenomena than any prior model.

Additional Benefits of a Synthesized Framework

In addition to providing a mechanistic account for cue-based statistical learning, the synthesis of chunking and exemplar memory models has a secondary benefit. It may bring chunking models into better alignment with human performance in statistical learning tasks. Although chunking models have been largely successful in simulating conditional statistical learning, there are some phenomena that present difficulties for chunking models. Pairing chunking with long-term memory processes may alleviate some of these difficulties. Without a fully specified computational model, it is impossible to exhaustively demonstrate an advantage for this framework in comparison to chunking models in isolation. Nevertheless, there are conditional statistical learning phenomena that suggest our framework may be a better fit to human performance than chunking models in isolation.

For example, one conditional learning phenomenon that presents difficulty for chunking in isolation is the endorsement of illusory words. The compelling nature of illusory words was demonstrated by Endress and Mehler (2009), who familiarized participants with a language containing trisyllabic words that were each generated from a “prototype” word from which they differed by a single syllable (e.g., the prototype kofuta might spawn the words kobita, lifuta, and kofuno). The prototype word was never presented in the language; only the subsidiary words that differed from the prototype were presented to participants. After exposure, participants were able to distinguish words they heard from foil items with low-transitional probabilities. However, they selected at chance between words that actually occurred in the exposure and the prototypical words that they had never heard. This suggests that exposure to the exemplars (clustered around the prototype in similarity space) enabled participants to form a representation of the prototype even though they never heard it (e.g., Bomba & Siqueland, 1983).

Parser does not account for prototype formation. But exemplar memory models are perfectly suited to capture this phenomenon. For example, in MINERVA 2 (Hintzman, 1984) the words from the language would be represented as feature vectors. Assuming that the words have been segmented successfully from the language—due, from our perspective, to the process of chunking—any test item that overlaps with the feature vectors will activate those memories. Because all of the words generated from the prototype are equally similar to the prototype (all differ from it by one syllable), any test trial on which the prototype occurs will activate all of the prototype-generated words equally. The memory trace that is returned from a probe of the prototype will sum across all of the prototype-generated words. Information that is inconsistent across the words (the single syllable changed from the prototype) will be inconsistent across these memory traces, and thus cancel out. But the information that is consistent—the components of the words that are consistent with the prototype—will be strongly active. In this way, exemplar memory models react as though they have previously experienced the prototype, even though it has never been presented. Unlike naïve chunking models, chunking models that feed into an exemplar memory system that is sensitive to similarity can account for verification of “illusory” prototype words.

A similar problem (for accounts of statistical learning in which chunking operates in isolation) is presented by evidence that learners are able to detect conditional regularities across category members, rather than individual exemplars. The most striking demonstration of this is an experiment by Brady and Oliva (2008), in which participants saw a series of images (presented sequentially) with strong conditional relations between certain categories of images; for example, the category kitchen might predict the category office. Importantly, each exemplar of a category (i.e., each unique image) was only seen once. Chunking models such as Parser (Perruchet & Vinter, 1998) have no natural way to identify the category-level conditional relations, because these models are extracting and storing previously seen exemplars. Because no exemplar is ever reexperienced, none of the stored chunks would
be informative. However, the process of integration involves comparison across exemplars, highlighting consistent information (in this case, category membership). Once this comparison occurs and learners discover the category-level regularity, it is possible to identify the conditional relation among the categories.

Summary

In isolation, neither the process of extraction nor the process of integration can provide a complete account of statistical learning. Without sensitivity to similarity, and the ability to compare across exemplars, extraction provides no explanation of how categorical structure is learned. Conversely, integration provides no explanation of how exemplars are segmented from the input, and models of integration—such as memory trace models (e.g., Hintzman, 1984; McClelland & Rumelhart, 1985)—often assume that the input for learning has previously been segmented by some other process (e.g., P. W. Jusczyk, 1993). The partial nature of each solution is illustrated by the combination of chunking and memory trace models we have chosen to instantiate extraction and integration. Separately, trace memory models and chunking models can each account for different aspects of statistical learning. Both kinds of models are based on general principles of memory, but neither model alone is complete.

The benefit of combining the processes of extraction and integration in a single approach is straightforward. Unlike prior accounts, the framework we have proposed can account for all three aspects of statistical learning: conditional, distributional, and cue based. Of course, integrating these processes into a computational model (as opposed to a verbal framework) presents a number of computational challenges. First, information must be encoded in some format that is sensitive to similarity. This is standard in memory trace approaches but would require changes to many extant models of extraction, such as chunking models. Second, the distributional characteristics of chunks stored in long-term memory must serve to guide subsequent extraction. In the combination of exemplar memory models and chunking that we have outlined, this would be done because prior experience would bias attention during the formation of chunks. On this account, conditional statistics are detected via chunking, mediated by attention and working memory limitations. Distributional statistics arise due to the accretion of exemplars in long-term memory, and the distributional characteristics of those exemplars. Cue-based statistical learning occurs when the distributional characteristics of the chunks in long-term memory influences attention during subsequent chunking.

This account is not fully specified, but it possesses a number of advantages even so. First and foremost, our framework unifies sensitivity to conditional statistics with distributional and cue-based statistical learning. As such, it encompasses a wider range of phenomena than most prior models of statistical learning, which have primarily been limited to conditional statistical learning. This approach broadens statistical learning beyond word segmentation and suggests ways in which modeling of statistical learning can incorporate phenomena such as syntactic learning. Our mechanism of comparing across prior memory traces has natural connections to previous work in syntactic learning involving item-based or frame-based learning (e.g., MacWhinney, 1982; Mintz, 2003). Second, this framework is based on the characteristics of human memory. This potentially provides an avenue to integrate the literature on statistical learning with the literature on implicit learning more generally. Finally, the framework that we have proposed in this review is consistent with compelling evidence that statistical learning results in discrete, chunklike representations (e.g., Graf Estes et al., 2007; Orbán et al., 2008).

Conclusion

The benefit of any theoretical account is not only its ability to account for previously observed data in a different way than previous accounts but also its ability to make novel predictions. The extraction and integration framework we have outlined does so in a variety of different domains. Here, we highlight one particular domain—word segmentation—that has been particularly important in research on statistical learning. Doing so will illuminate how the extraction and integration framework incorporates a wider range of data than previous accounts, does so in a unique manner, and yields new predictions about statistical learning. As before, we describe this framework using a chunking model and an exemplar memory model as the specific computational implementations of extraction and integration.

How Development and Experience Alter Word Segmentation

From our perspective, sensitivity to both statistical and phonological cues is due to intimately related processes. Previously identified chunks (extracted via conditional statistical learning) provide the opportunity to discover acoustic regularities (identified via distributional statistical learning) that can alter subsequent learning. This suggests that the very earliest form of word segmentation is due to universal cues, such as those provided by utterance boundaries (e.g., Seidl & Johnson, 2006) and statistical coherence in the speech stream (e.g., Thiessen & Saffran, 2003). But learning should quickly adapt to the characteristics of the native language as infants discover word forms that provide them with information about the acoustic regularities in their linguistic environment (Thiessen & Saffran, 2007).

Note that from this perspective, the central mechanisms of statistical learning do not change across development. Developmental differences in statistical learning (e.g., Howard & Howard, 2001; Hudson Kam & Newport, 2005) are due to changes in factors that are peripheral to these mechanisms (Thompson-Schill, Ramscar, & Chrysikou, 2009). Many of these factors are altered by both maturation and prior experience. For example, even very young infants are sensitive to the distinction between stressed and unstressed syllables (e.g., P. W. Jusczyk & Thompson, 1978). But it is only after extensive experience with English that infants begin to use stress as a cue to word segmentation (e.g., Jusczyk, Houston, & Newsome, 1999). Curtin et al. (2005) argue that this is due to the fact that infants’ experience with the language makes stress a much more salient part of their representation of speech. From our perspective, prior experience does not exert a direct effect on statistical learning, because experience is not a mechanism in and of itself. Instead, prior experience influences a learner’s perception and attention in ways that determine which aspects of the stimulus are represented in working memory and long-term memory.

The hypothesis that word segmentation begins with the ability to chunk items from the input suggests that word segmentation...
should begin early in life, as the ability to chunk is presumably an early developing one depending largely on memory. This is inconsistent with the common citation of 7 months as the earliest age at which infants are capable of segmenting words from fluent speech (e.g., E. K. Johnson & Seidl, 2008; P. W. Jusczyk & Aslin, 1995). It may be that this inconsistency can be resolved. There is evidence that word segmentation begins much earlier than 7 months, at least in some situations. The Jusczyk and Aslin experiments likely underestimated infants’ word segmentation abilities. In those experiments, children were exposed to only 12 tokens of each word. In subsequent experiments, including some that have demonstrated segmentation earlier than 7 months of age (e.g., Thiessen & Saffran, 2003), infants have been exposed to many more tokens of each word, which facilitates segmentation (e.g., Saffran et al., 1996; Thiessen, Hill, & Saffran, 2005). As such, the question of when infants first begin to be able to segment words from fluent speech remains open.

Moreover, when presented with input where the chunking problem is simplified, infants may be able to succeed at a very young age. The first simplification that can help infants chunk is the presence of pauses at the beginning and ending of utterances (e.g., Seidl & Johnson, 2006). These pauses serve as a natural indication of the beginning and end of a chunk, which increases the likelihood that infants’ early chunks will have at least some correspondence with word boundaries. The second simplification that can help infants chunk is an unambiguous statistical structure. In natural languages, occurrences of words are often widely spaced, and perceptual primitives occur in many different words. Both of these factors increase the difficulty of finding word-like chunks in the input (e.g., Perruchet & Vintner, 1998). When presented with simplified input, infants are capable of benefiting from statistical structure at a much younger age (e.g., Kirkham et al., 2002). Thus, the use of chunking as a mechanism of extraction predicts that infants can segment words from fluent speech from a very young age, so long as they are provided with simplified input. Note that both of these simplifications are available cross-linguistically and that infants can benefit from them without any prior knowledge of the structure of the language. If this account is correct, even very young infants should show some ability to segment lexical forms from fluent speech (e.g., Seidl & Johnson, 2006) or a clear statistical structure (e.g., Onnis, Christiansen, Chater, & Gómez, 2003).

Early in the process of extracting a lexicon from the input, then, infants depend on cues that are available cross-linguistically: pauses, words presented in isolation, and unambiguous statistical structure. The words that they discover from these early cues may provide an important database from which to extract linguistic regularities relevant to word segmentation (e.g., Thiessen & Saffran, 2003). Likely the first piece of information infants can use is the presence of familiar words in the speech stream (e.g., Bortfeld et al., 2005). Previously known chunks provide an anchor for chunking subsequent information in much the same way as utterance-initial pauses (Perruchet et al., 2004). That is, for an infant who already knows baby, the phrase “baby bottle” now presents a much easier segmentation than it does for an infant who has previously chunked neither word. Additionally, experience with the language provides an infant with information about many other language-specific acoustic cues to word boundaries, including stress (e.g., E. K. Johnson & Jusczyk, 2001) and phonotactics (Mattys, Jusczyk, Luce, & Morgan, 1999). This adaptation to the native language may explain why younger infants fail to segment words from fluent speech when given the same amount of input as older infants (e.g., P. W. Jusczyk & Aslin, 1995).

The effect of prior experience on attention is applicable to a wide variety of cues, including lexical stress and phonotactics. If one of the sequences in the speech stream matches a previously experienced chunk, then that memory is activated most strongly and guides segmentation (e.g., Bortfeld et al., 2005). If, however, the speech stream contains novel words, then no single prior memory trace is strongly activated. Instead, multiple traces are activated to a degree depending on their similarity to the input. Thus, the features that are consistent across the majority of previous words come to guide segmentation (e.g., Hintzman, 1986; Thiessen & Pavlik, in press). For infants learning English, the majority of words they know are likely to be stressed on their first syllable (e.g., Cutler & Carter, 1987). Novel incoming speech activates many or all of these words, depending on the similarity of the input to prior chunks (e.g., Goldinger, 1998). Elements of those words that conflict cancel each other out, and only the information that is consistent across words is returned from long-term memory (e.g., Hintzman, 1984). In this case, novel incoming speech activates the knowledge that words are stressed on their first syllable, and this serves to guide subsequent chunking behavior. Attention is distributed across time in such a way that stressed syllables mark the onset of candidate chunkings.

Increased native-language experience typically means that older infants will be more successful in segmenting fluent speech than younger learners (e.g., P. W. Jusczyk & Aslin, 1995). However, this is not always the case. When infants are presented with speech that violates the regularities they have learned from their prior experience, older infants will perform worse than younger infants (e.g., Thiessen & Saffran, 2003). This is because older infants are reliant on the similarity structure in previously identified lexical forms and will mis-segment the input. For example, 9-month-olds presented with a stream of speech in which words are segmented on the second syllable (as in the phrase guitAR is) will mistakenly treat the stressed syllable as the onset of a chunk (e.g., E. K. Johnson & Jusczyk, 2001). Younger infants, who have not yet identified the acoustic regularity, will chunk randomly and eventually identify the statistical structure of the input (e.g., Thiessen & Saffran, 2003). As such, familiarity with the acoustic regularities in lexical forms is a double-edged sword. It allows for faster, more efficient learning in input where the input follows the regularities that the infant has previously learned. Instead of chunking randomly, the infant’s first candidate segmentations of the stream follow the regularities of the language, and are thus more likely to be correct. However, when the learner is placed in an environment that violates the regularities they have learned, learning will be slow or inaccurate (e.g., Finn & Hudson, 2008).

This proposed account has the advantage of integrating several phenomena previously seen as distinct. Many accounts of word segmentation have treated acoustic regularities as being in competition with statistical regularities, such that infants might choose to focus on one or the other (e.g., E. K. Johnson & Seidl, 2008). Similarly, some theories have suggested that words in isolation might be sufficient for identifying a lexicon or for identifying regularities among words in isolation, such that statistical learning (read as sensitivity to transitional probabilities) is never necessary.
for learning in the infants’ natural environment (e.g., Brent & Siskind, 2001; E. K. Johnson & Jusczyk, 2001). From our perspective, all of these phenomena arise from the operation of the same central processes. Words in isolation are preferentially chunked, because pauses provide a strong cue to group elements within (and not across) pause boundaries. Sensitivity to regularities such as stress arises due to the similarity structure of previous chunks influencing subsequent chunking. And sensitivity to the statistical structure measured by transitional probabilities arises due to ubiquitous processes of decay and interference in chunking (e.g., Perruchet & Vinter, 1998).

Comparison to Other Accounts

The most obvious distinction between our framework and other models of statistical learning is that most other theoretical accounts of statistical learning have solely attempted to explain conditional statistical learning (e.g., Frank et al., 2010; Gambell & Yang, 2004; Perruchet & Vinter, 1998). Our framework is different from these in that in addition to accounting for the extraction (conditional statistical learning), it encompasses integration (distributional statistical learning). Even if we limit the scope of comparison to conditional statistical learning, however, our framework differs from many other accounts. Our framework falls squarely within the tradition of clustering models of statistical learning, because one of the core principles of the account is that learners are extracting and storing discrete representations (e.g., words) from continuous input. Most connectionist models of word segmentation, by contrast, can be characterized as boundary-finding models (e.g., Christiansen et al., 1998; Gambell & Yang, 2004). These models learn to predict the next element in a sequence on the basis of previous elements (e.g., Elman, 1990). Word boundaries are identified as regions where the next prediction is poor. It should be noted, though, that although many connectionist networks are boundary finding, this does not mean that all connectionist networks are boundary finding. It is possible to create a connectionist network that extracts word forms or even that represents discrete units in much the same way as chunking models (e.g., Boucher & Dienes, 2003).

A second important contrast between this framework and many (though certainly not all) models of conditional statistical learning is that this framework does not rely on the calculation of transitional probabilities for segmentation. From our perspective, transitional probabilities are a useful descriptor of the statistical structure of the input, but they do not guide learning. Instead, learning occurs due to the competition between potential groups (e.g., competition between words and spurious groupings of syllables that occur across word boundaries) in the process of extraction. This allows factors other than conditional relations, especially perceptual cues to grouping, to influence which items are extracted from continuous input. Transitional probabilities are incapable of incorporating other sources of information; by definition, they are only sensitive to the conditional relations between syllables (e.g., Aslin et al., 1998). As such, theories that seek to incorporate transitional probabilities and phonological cues to segmentation tend to do so in a stagelike manner, where phonological cues are used in one stage and transitional probabilities in another (e.g., Mersad & Nazzi, 2011; Shukla et al., 2007). Our framework, by contrast, suggests that sensitivity to conditional and perceptual cues are incorporated into the same process of extraction.

Beyond the characterization of the processes underlying conditional statistical learning, the framework outlined in this review is distinct in that it attempts to encompass a wider range of statistical learning phenomena than prior accounts: not just sensitivity to conditional probabilities, or exemplar distribution, but all three. In this regard, the most similar model to the account we have laid out in this review is StaGe model (Adriaans & Kager, 2010). The StaGe model invokes two processes: sensitivity to conditional probabilities (implemented via observed/expected probabilities, a statistic closely related to mutual information) and generalization. Generalization allows the model to make predictions about segmentation of novel words on the basis of phonotactic patterns in the lexicon. These generalizations are governed by principles derived from optimality theory, such that the likeliest generalization (absent other evidence) is the one that violates the fewest constraints. In this way, the model uses the words that it segments (via probability) as a basis for generalizing about the phonotactic structure of the input.

Despite the similarity in scope between the StaGe (Adriaans & Kager, 2010) model and our perspective, there are two important differences. First, the StaGe model uses a boundary-finding model to achieve segmentation (via observed/expected probabilities), whereas our framework depends on a clustering approach, one that extracts candidate word forms into a proto-lexicon. Second, the StaGe model achieves generalization through reference to optimality theory (e.g., Prince & Smolensky, 1997). This has the advantage of being a more formal—and thus better constrained—proposal than our use of similarity across exemplars. However, it also renders the StaGe model explicitly linguistic: The processes that govern generalization in language should be different than the processes that govern generalization for nonlinguistic stimuli. By contrast, though similarity is not operationalized in our proposal, our perspective suggests that the same process should govern generalization across domains: comparing the present instance with prior exemplars on the basis of similarity. This is, of course, a distinction that is susceptible to empirical testing. Indeed, recent results suggest that at least some forms of linguistic generalizations are due to domain-general processes of similarity, rather than domain-specific constraints (e.g., Thiessen, 2011a).

Novel Predictions and Next Steps

By combining conditional and distributional learning, the extraction and integration framework accounts for a wider range of statistical learning phenomena than prior accounts. To do so, the framework invokes a set of processes and specifies the way they interact. In addition to providing a new explanatory framework for statistical learning, this account leads to a set of novel predictions. Identifying some of these predictions will help to better explicate the framework as well as indicate some of the ways in which it might be falsifiable. To do so, we discuss two sets of predictions: one relating to the role of attention in individual differences in conditional statistical learning and the other relating to the discovery of prototypical elements among sequentially presented stimuli.

Although statistical learning is often described as a kind of incidental or implicit learning (e.g., Perruchet & Pacton, 2006; Saffran, Newport, Aslin, Tunick, & Barrueco, 1997), this should
not be taken to mean that statistical learning can proceed in the absence of attention. A variety of converging evidence indicates that attention is important, even necessary, for statistical learning. Infants identify structural structure more successfully in stimuli to which they are more likely to attend (Thiessen et al., 2005). Baker et al. (2004) found that adults presented with visual displays were only able to detect conditional relations among elements to which they attended. Similarly, when adults are distracted by a secondary task, they fail to detect the conditional relations in a to-be-segmented language (Toro, Sinnett, & Soto-Faraco, 2005). Even though statistical learning occurs in the absence of learners’ intent to discover statistical patterns (e.g., Fletcher et al., 2005), some degree of attention to the input is necessary for learning.

Our framework provides a natural way to account for this effect of attention. From our perspective, consistent with chunking models (e.g., Perruchet & Vinter, 1998), the process of extraction involves the binding together of elements of the input into a discrete representation. That cannot occur unless the elements are held simultaneously in attention. This leads to a series of predictions about the process of conditional statistical learning. One is that conditional relations involving more salient elements in the input—the elements that are most likely to attract attention—should be learned more quickly than conditional relations involving less salient elements. This prediction is consistent with anecdotal observations about conditional statistical learning (e.g., Hayes & Clark, 1970) but has not been extensively tested. A second prediction is that attention may serve to mediate individual differences in statistical learning. Learners who are better able to maintain attention and resist distraction should be able to extract items (such as words) from the input more successfully than learners who have more difficulty maintaining attention. Individual differences in attention are likely to have the largest effect in childhood, when executive control is developing, leading to relatively larger individual differences. Although these predictions have yet to be assessed, the extraction and integration framework clearly suggests that the items learners extract from the speech stream may not perfectly reflect the statistical structure of the input; instead, extraction is influenced by extra-statistical factors such as attention.

In much the same way that the extraction and integration framework predicts that learners’ representations may not perfectly reflect the conditional statistical structure of the input, the framework predicts that it should be possible to observe distortions of the distributional statistical structure of the input. This prediction arises from the framework’s method of combining conditional and distributional statistics: Distributional statistics are computed over the items extracted from the input. If an item is never extracted from the input, it will not influence the learner’s emerging sense of the central tendency and variation of the distributional structure of the input. That is, learners may miss some aspect of the distributional structure of the input by failing to extract a portion of the input. If this is the case, it should be possible to influence a learner’s representation of distributional information by making some items easier to extract, and other items more difficult.

As an example, consider Endress and Mehler’s (2009) demonstration that exposure to a set of words leads to the representation of a “prototype” word that has never been seen. After exposure to words like kobita, lifuta, and kofuto, participants endorse kofuta as familiar, even though they have not previously heard it. The extraction and integration framework predicts that the endorsement of this prototype is critically dependent on the extraction of the individual words. Only when the words have been extracted can learners compare across them, and integrate their information in such a way that the central tendency (i.e., the prototype word) becomes apparent. Another possibility would be to alter the coartculatory cues such that the first and second syllables of each word sound as though they are from different utterances. Either kind of acoustic cue would lead learners to segment part-words (such as hitali or futakoi), rather than words, from the speech stream (e.g., E. K. Johnson & Jusczyk, 2001). We predict that this would inhibit the representation of a prototype word, because the items that learners would integrate across (the part-words they have extracted) do not have a consistent prototypical structure. Importantly, this result would demonstrate a difference even though the statistical structure of the input is identical to the statistical structure of input without acoustic cues. Such a result would be consistent with our framework’s prediction that rather than creating a prototypical representation by directly accessing the statistical structure of the input, the prototype is critically dependent on the items learners extract from the input.

Although we have primarily focused on how this framework relates to statistical learning in the domain of word segmentation, it is intended to apply much more broadly. One natural, linguistically relevant extension of this framework is to assess its fit to learning syntactic regularities. One critique of statistical learning approaches to language is that statistical learning may be unable to account for learning of syntactic patterns (e.g., Marcus, 2000; Marcus & Berent, 2003). For example, although the relevant units for word segmentation are speech sounds that are directly perceptible in the input, the relevant units for discovering syntactic regularities are categories—such as noun and verb—that are not directly available. As such, any statistical learning approach to syntactic learning must incorporate a mechanism for learning about these categories from the exemplars (i.e., word forms) in the input, which should tap into the same processes that we have termed distributional statistical learning. Learning of syntactic regularities is a domain in which sensitivity to conditional and distributional statistical learning need to be examined in concert (e.g., Thompson & Newport, 2007), and therefore provides an intriguing test of the principles underlying the extraction and integration framework. For example, one prediction of this framework is that the same mechanisms that underlie word segmentation underlie syntactic learning, and therefore learning at one level of language should influence learning at other levels (e.g., Onnis & Thiessen, in press).

Summary and Conclusion

The goal of this framework is twofold: first, to outline the range of statistical learning phenomena beyond conditional statistical learning and, second, to explore the possibility of synthesizing all of these phenomena into a unified account. With respect to the first goal, we have suggested two additional kinds of accomplishments to which the term statistical learning is routinely applied. One is learning based on a distribution of exemplars (e.g., Maye et al.,
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2002; Thiessen, 2011b; Thiessen & Yee, 2010). The other is learning to identify perceptual cues to aspects of the statistical structure of the input that are not directly perceptible, such as word boundaries (e.g., Saffran & Thiessen, 2003; Thiessen & Saffran, 2007). These different aspects of statistical learning have rarely been considered in totality. Most modeling and theorizing about statistical learning has been focused on conditional statistical learning. Importantly, our framework posits that these types of learning are linked by more than a label. We believe that a satisfactory approach to statistical learning should integrate all three aspects of statistical learning. Doing so enriches our understanding of the processes underlying statistical learning.

We propose that a complete account of statistical learning must incorporate two interdependent processes: one that extracts statistically coherent items from the input and one that compares and integrates information across those items. The extracting process (which we have described in terms of chunking) is responsible for sensitivity to conditional relations in the input. The process of integration (which we have described in terms of an exemplar memory model) enables sensitivity to distributional information. Additionally, the process of comparison allows for learning of cues related to statistical structure (such as cues to word boundary), allowing the process of extraction to adapt to the characteristics of the input (e.g., the phonological characteristics of a native language). These two processes map onto different aspects of memory. Chunking is dependent on working memory, whereas comparison across previously extracted chunks depends on long-term memory. Unlike most prior models of statistical learning, which are focused solely on conditional statistical learning (e.g., Christiansen et al., 1998; Frank et al., 2010), our framework incorporates both forms of human memory, allowing it to encompass a much wider range of statistical learning phenomena.

In the past decade, research on statistical learning has expanded dramatically from its original focus on word segmentation. Despite this expansion, however, virtually all of the models advanced to explain statistical learning have focused on conditional statistical learning (e.g., Goldwater et al., 2009; Orbán et al., 2008; Perruchet & Vinter, 1998). The extraction and integration framework moves beyond the focus on conditional statistical learning by combining conditional statistical learning with distributional statistical learning. From this perspective, sensitivity to statistical structure in the input arises from processes that are integral to memory such as decay, activation, and interference. Although this framework is not a fully specified computational model, and developing such a model is an important challenge, it does have a set of important strengths. It encompasses a wider range of statistical learning phenomena than previous accounts. It provides a framework for statistical learning that does not require explicit computation of conditional or distributional statistics, rendering it psychologically plausible and consistent with accounts of implicit learning more generally (e.g., Boucher & Dienes, 2003; Reber, 1967).

Finally, it provides a way of describing how learners move from a reliance on statistical structure to adapting to the perceptual characteristics of the input, such as the discovery of acoustic cues to word segmentation.
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