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Abstract

Barth and Paladino (2011) argue that changes in numerical representations are better modeled by a power function whose exponent gradually rises to 1 than as a shift from a logarithmic to a linear representation of numerical magnitude. However, the fit of the power function to number line estimation data may simply stem from fitting noise generated by averaging over changing proportions of logarithmic and linear estimation patterns. To evaluate this possibility, we used conventional model fitting techniques with individual as well as group average data; simulations that varied the proportion of data generated by different functions; comparisons of alternative models' prediction of new data; and microgenetic analyses of rates of change in experiments on children’s learning. Both new data and individual participants’ data were predicted less accurately by power functions than by logarithmic and linear functions. In microgenetic studies, changes in the best fitting power function’s exponent occurred abruptly, a finding inconsistent with Barth and Paladino’s interpretation that development of numerical representations reflects a gradual shift in the shape of the power function. Overall, the data support the view that change in this area entails transitions from logarithmic to linear representations of numerical magnitude.

Introduction

Studies of numerical estimation indicate that children progress from logarithmic to linear representations of numerical magnitudes. This transition has been documented during preschool for the 0–10 range, between kindergarten and second grade for the 0–100 range, between second and fourth grade for the 0–1000 range, and between third and sixth grade for the 0–10,000 and 0–100,000 ranges (see Siegler, Thompson & Opfer, 2009, for a review). The transition from logarithmic to linear representations is evident in long-term changes seen in cross-sectional studies and in short-term changes seen in microgenetic studies (Opfer & Siegler, 2007; Opfer & Thompson, 2008; Thompson & Opfer, 2008). This transition is important educationally as well as theoretically: linearity of number-line estimates correlates strongly with ability to learn solutions to unfamiliar addition problems (Booth & Siegler, 2008), numeric recall (Thompson & Siegler, 2010), number categorization (Laski & Siegler, 2007), math grades (Schneider, Grabner & Paetsch, 2009), and mathematics achievement scores (Booth & Siegler, 2006). Evidence is causal as well as correlational; randomly chosen children who play games that improve linearity of number-line estimates also improve their arithmetic learning (Siegler & Ramani, 2009).

Against this large body of evidence for representational change, Barth and Paladino (B&P) raised three key arguments. Their first was, ‘Number-line tasks can only be properly understood as proportion judgments’ (Barth & Paladino, 2011, p. 134). On this assumption, B&P adapted two models for predicting proportionality judgments (Hollands & Dyre, 2000; Spence, 1990) and applied them to number-line estimation data. Second, B&P argued that fits of their adapted power models (and likelihood ratios) provide evidence against the logarithmic-to-linear shift: ‘The proportion-judgment account, making use of a single two-parameter model, provides an equally good explanation of younger children’s estimates when compared to a logarithmic model, and a better explanation of older children’s estimates when compared to a linear model’ (p. 131). Third, although B&P found a large change in the form of the power function (nearly identical to the logarithmic-to-linear shift illustrated in Figure 1), they argued that this change did not reflect qualitative change in representations. Instead, they argued, ‘Because β values near 1 correspond to near-linear relationships, there is developmental change toward an increasingly linear representation of numerical magnitude, but there is no evidence of a categorical shift in the type of mental numerical representation used. Rather, in addition to the other sources of change.
described here, there may be a smooth developmental change in the value of this parameter (p. 134).

In this article, we reply to all three arguments. First, we identify the arguments that we do and do not dispute. Next, we examine whether power functions with changing coefficients more accurately capture developmental changes in number-line estimation than does the hypothesized logarithmic-to-linear transition. Three types of tests – analyses of individual participants’ performance, of simulated data generated by varying the proportions of logarithmic and linear functions in the data set, and of the fit of different functions to data intentionally omitted when generating the best fitting function for the remainder of the data – converge on the conclusion that the logarithmic-to-linear transition provides a more accurate account than either of the proposed power functions.

In the third and final section, we examine whether there is ‘smooth developmental change’ in the value of the exponent of the power function ($\beta$). To do this, we examine trial-to-trial changes in microgenetic studies in which children received feedback intended to improve their estimates. Our finding of an abrupt change in the $\beta$ parameter, often literally from one trial to the next, argues strongly for a representational shift. Overall, far from providing evidence against qualitative changes in numerical magnitude representations, B&P’s evidence simply illustrates that highly flexible models – such as their adapted power functions – can fit noise as well as signal.

Development of numerical magnitude representations: points of agreement and disagreement

Before replying to B&P’s argument against a shift in numerical magnitude representations, we would like to highlight several points of agreement. The first is a shared conviction that findings from this area can shed light on general theoretical issues in cognitive development. These issues include the potential existence of innate representational abilities (e.g. a logarithmically compressed ‘mental number line’), the extent to which early-developed capacities (e.g. non-symbolic ones) are sufficient to support development of later abilities (e.g. symbolic ones), and whether experience creates new representational resources or selects among pre-existing ones for use in novel contexts.

Another area of agreement is commitment to using mathematically explicit theories for making progress on contentious theoretical issues. Studies of numerical concepts permit a degree of mathematical precision that is much more typical of psychophysics than of studies of children’s concepts in other areas (e.g. theory of mind, biology, and moral development), thereby allowing researchers to test models that generate competing quantitative predictions. From this perspective, our hypotheses have a great deal in common: both are mathematically explicit models, derived from basic research on perceptual judgments, and both use accuracy of quantitative predictions to address issues of qualitative importance.

A third area of agreement is the utility of the number-line task itself. Given widespread use of number-line estimation as a measure of the quality of numerical representations (e.g. Geary, Hoard, Byrd-Craven, Nugent & Numtee, 2007, 2008; Dehaene, Izard, Spelke & Pica, 2008; Muldoon, Simms, Towse, Burns & Yue, 2011; Ebersbach, Luwel, Frick, Onghena & Verschaffel, 2008; Moeller, Pixner, Kaufmann & Nuerk, 2009), agreement on this issue might seem unremarkable. However, when B&P argued that, ‘Number-line tasks can only be properly understood as proportion judgments’ (p. 134, emphasis theirs), the intended implication was not that the number line task fails to assess quality of numeric representations (Barth, personal communication). From both B&P’s and our perspective, marking the location of a number on a number line requires access to some mental scaling of numerical magnitude. In this respect, the task is similar to classic psychophysical mapping tasks from Stevens (1957), who assessed perceptual experiences of brightness, loudness, line length, and other dimensions by asking participants to match the intensity of one stimulus to the intensity of another. Thus, we agree that changes in number-line estimation provide critical information for examining whether there is a shift in numerical magnitude representations.
Beyond number-line estimation, results from a wide range of numerical tasks provide a coherent picture of what early numerical magnitude representations look like: a logarithmically compressed mental number line. The hypothesis that subjective mental magnitudes increase logarithmically with actual numerical value has led to a number of accurate predictions regarding behaviors of children who are in the process of learning about these numbers. These predictions include (1) children’s categorizations of numbers (e.g. as very small, small, medium, big, or very big) divide numbers such that small objective differences at the low end of the range are scattered over more categories than equal objective differences at the high end of the range (Laski & Siegler, 2007); (2) children’s number bisections tend to locate the midpoint of two numbers closer to the geometric (logarithmic) mean than to the arithmetic (linear) mean (Beran, Johnson-Pynn & Ready, 2008); (3) when young children are asked to give N objects to an experimenter, the number they provide increases logarithmically with the number requested (Opfer, Thompson & Furlong, 2010); (4) estimates of the position of numbers on a line initially increase logarithmically with actual value (Siegler & Opfer, 2003); (5) estimates of the number of dots in a set where 1 and 1000 dots are provided as anchors increase logarithmically with actual value (Booth & Siegler, 2006); and (6) line lengths drawn to correspond to 1 to 1000 ‘zips’ increase logarithmically with numerical value (Booth & Siegler, 2006). These findings follow from the Weber-Fechner Law, in which subjective differences between two quantities depend on their proportions (or the difference of the logarithms, which is mathematically identical).

But is the function relating objective to subjective number really logarithmic, as implied by the Weber-Fechner Law? And does the function relating objective to subjective number shift with age and experience? These are the two main issues on which we disagree.

The power function, proposed by Stevens (e.g. 1957) as a model of how people made a variety of psychophysical judgments, was the basis of the proportionality models that B&P adapted for number-line estimation. The issue of log function or power function was contentious for many years, and for good reason – depending on the exponent of the power function, power functions can be mathematically nearly identical to a logarithmic function, to a linear function, or even to an exponential function (see Figure 1).

This ability of power functions to mimic logarithmic and linear functions leads to our second disagreement. As Pitt, Myung and Zhang (2002) demonstrated, power functions are often so flexible that they can fit data (e.g. obtain high $R^2$ values) that were generated by the logarithmic function. They also demonstrated that the reverse is much less likely. Thus, we disagree with B&P’s claim that higher $R^2$ values for power functions is ‘evidence against a representational shift’.

Fortunately, advances in model comparison methods have provided tools for selecting among such similar functions. In the next section, we show how these advances can be applied to number-line estimation and discuss the conclusions to which they lead.

**Logarithmic and linear models generate more accurate predictions**

In choosing between models with similarly high $R^2$ values, scientists want to select models that fit signal, and they want to avoid models that fit noise. Generally, complex models – ones that have many free parameters, highly variable functional forms, and unbounded parameter values – are best at fitting noise. For this reason, complex models often fare well in conventional goodness-of-fit tests but fail to generalize to – that is, fail to predict – new data.

Which model – logarithmic or power function – is more complex? In many cases, this question can be answered by comparing the number of free parameters. From this perspective, Siegler and Opfer’s (2003) logarithmic and linear models and B&P’s adapted power function models (Equations 3 and 4) are equally complex. Further, B&P’s non-adapted power function models (Equations 1 and 2) are less complex than the linear and logarithmic models.

However, when comparing non-linear models (e.g. power and logarithmic), number of free parameters is not the only source of complexity. Models differ in their functional form, and some functions are inherently more complex than others, making B&P’s comparison of $R^2$ values inappropriate. A one-parameter ‘black hole’ model (Pitt, Myung & Zhang, 2002), for example, can fit almost any conceivable data set, but it would be absurd to prefer a ‘mental number spiral’ over a ‘mental number line’ merely because the spiral regression can account for more variance with no more parameters.

To compare the several models in question, B&P also used ‘Likelihood ratios, which indicate the explanatory power of a particular model ... this method allows us to compare models with different numbers of parameters’ (B&P, 2011, p. 128). Assuming that their tests reflected a procedure given by their source (Glover & Dixon, 2004), Glover and Dixon recommend against B&P’s practice. A similar warning has been made by others interested in model selection. Myung and Pitt (2004) offered an extensive comparison of model selection methods, and they concluded that a generalized likelihood ratio test ‘is not an appropriate method for model comparison’ (p. 362). Their point is especially applicable to the type of comparison we face in the present context (power vs. logarithmic functions). As Myung and Pitt note, use of likelihood ratios ‘does not assess generalizability’ (p. 362), ‘requires a nested assumption’ (p. 363) and is ‘inappropriate for testing non-linear models’ (p. 363) (Myung & Pitt, 2004).
Pitt and Myung (2002) provide a more useful definition of complexity: ‘the property of a model that enables it to fit diverse patterns of data’ (p. 422). By this definition, a power function is more complex than a logarithmic one even when they have the same number of free parameters. For example, as shown in Figure 1, when B&P’s adapted one-cycle power model has an exponent of 1, it is identical to a linear function; when it has an exponent of .26, it is nearly identical to a logarithmic function. Thus, although their power model and our logarithmic model have the same degrees of freedom, the power model is more complex and thus risks achieving a high goodness-of-fit, due to its fitting noise rather than signal.

To assess whether this theoretical possibility fits the present case, and in particular to test whether the adapted power functions achieve a high goodness-of-fit due to noise-fitting, we examined three issues: (1) relative goodness-of-fit of the logarithmic, linear, and power models to number-line estimation data, (2) impact of model complexity on fits to simulated data, where we can be absolutely sure of the functions that produced the data, and (3) generalization of the models to data not included in the original data set. (Parallel analyses of the non-adapted power functions, with similar results, are reported in the Supplemental Materials.)

Goodness-of-fit

To assess the relative fits of alternative models, we examined data from seven studies on 576 children’s number-line estimates that used the standard procedure of not providing information about the location of any number except the anchors (0 and 100 or 0 and 1000): Booth and Siegler, 2006, Experiment 2; Laski and Siegler, 2007; Opfer and Siegler, 2007; Opfer and Thompson, 2008; Siegler and Booth, 2004, Experiment 1; Siegler and Laski, unpublished; and Thompson and Opfer, 2008. (Data from Siegler and Opfer, 2003, were excluded because different participants estimated values of different numbers, with too few numbers sampled for each subject for model selection procedures to be interpretable.) These studies provided eight partitions of grade and number-line task. On 0–100 number lines, we examined estimates of 72 kindergartners, 83 first graders, 77 second graders, and 13 fourth graders. On 0–1000 number lines, we examined estimates of 13 first graders, 195 second graders, 35 third graders, and 88 fourth graders.

For each partition, we examined four models—logarithmic, linear, two-cycle power function, and one-cycle power function. For each model, we regressed group median estimates for each number that was estimated against the number that was presented (see Table 1). The one-cycle power function best fit median estimates for five of eight partitions. The three exceptions were the estimates of kindergartners on 0–100 and fourth graders on 0–100 and 0–1000 (Table 1).

These results are consistent with at least two possibilities. The possibility suggested by B&P is that the data in the five sets where the one-cycle power function accounted for the most variance were generated by children whose estimates, when analyzed at the individual as well as the group level, followed a power function, with the exponent of the function increasing toward 1.00 with age and experience. The alternative possibility was that the data were generated by a mixture of two distinct sub-populations—children whose estimates fit a logarithmic function (a sub-population that became less numerous with age) and children whose estimates fit a linear function (a sub-population that became more numerous with age). As is well known, group averages sometimes lead to faulty generalizations about the cognitive processes of individual participants (Estes, 1956; Newell, 1973; Siegler, 1987).

To test whether model fits to the group medians arose from averaging over distinct sub-populations, we regressed each of the 576 individual children’s estimates for each number against the number the children had been asked to estimate. We assigned a 1 to the model that best fit each participant’s estimates and a 0 to the remaining models. Then we examined the association between grade and proportion of children for whom each model provided the best fit on each task. This analysis provided a more direct test than analyses of group averages for B&P’s claim that ‘a single two-parameter model provides an equally good explanation of younger children’s estimates when compared to a logarithmic model, and a better explanation of older children’s estimates when compared to a linear model’.

### Table 1: Goodness-of-fit statistics ($R^2$) for the models relating group median estimates against numbers to-be-estimated

<table>
<thead>
<tr>
<th>Grade</th>
<th>Range</th>
<th>Logarithmic model $R^2$</th>
<th>Linear model $R^2$</th>
<th>Two-cycle power model $R^2$</th>
<th>One-cycle power model $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kind.</td>
<td>0–100</td>
<td>0.832</td>
<td>0.685</td>
<td>0.184</td>
<td>0.792</td>
</tr>
<tr>
<td>1st</td>
<td>0–100</td>
<td>0.933</td>
<td>0.921</td>
<td>0.733</td>
<td>0.967</td>
</tr>
<tr>
<td>2nd</td>
<td>0–100</td>
<td>0.851</td>
<td>0.95</td>
<td>0.866</td>
<td>0.967</td>
</tr>
<tr>
<td>4th</td>
<td>0–1000</td>
<td>0.925</td>
<td>0.997</td>
<td>0.993</td>
<td>0.996</td>
</tr>
<tr>
<td>1st</td>
<td>0–1000</td>
<td>0.688</td>
<td>0.63</td>
<td>0.396</td>
<td>0.73</td>
</tr>
<tr>
<td>2nd</td>
<td>0–1000</td>
<td>0.901</td>
<td>0.837</td>
<td>0.502</td>
<td>0.95</td>
</tr>
<tr>
<td>3rd</td>
<td>0–1000</td>
<td>0.82</td>
<td>0.95</td>
<td>0.867</td>
<td>0.977</td>
</tr>
<tr>
<td>4th</td>
<td>0–1000</td>
<td>0.722</td>
<td>0.983</td>
<td>0.976</td>
<td>0.979</td>
</tr>
</tbody>
</table>

© 2011 Blackwell Publishing Ltd.
We first compared the two-cycle power model to the logarithmic and linear models. On the 0–100 task, grade was associated with proportion of children whose estimates were best fit by the linear and logarithmic models, $\chi^2$’s $(2, N = 245) = 36.74$ and $35.97, ps < .0001$, respectively. The linear model best fit estimates of 28% of kindergartners, 41% of first graders, 63% of second graders, and 84% of fourth graders (Figure 2). The logarithmic model best fit estimates of 71% of kindergartners, 53% of first graders, 29% of second graders, and 8% of fourth graders. Combined, the logarithmic and linear functions provided the best fit for 92–99% of children in the four grades. Less than 8% of children were best fit by the two-cycle model, a frequency that did not vary systematically with age.

On the 0–1000 task, grade was also associated with proportion of children whose estimates best fit linear and logarithmic models, $\chi^2$’s $(3, N = 331) = 39.71$ and $43.64, ps < .0001$, respectively. The linear model best fit estimates of 15% of first graders, 32% of second graders, 54% of third graders, and 67% of fourth graders (Figure 2). The logarithmic model best fit estimates of 62% of first graders, 62% of second graders, 29% of third graders, and 14% of fourth graders. Thus, logarithmic and linear functions provided the best fit for 75–98% of individual children’s estimates.

We next compared the one-cycle power model to the logarithmic and linear models. On the 0–100 task, grade was associated with the proportion of children whose estimates best fit the linear and logarithmic models, $\chi^2$ $(3, N = 245) = 11.28$ and $31.09, p = .01$ and $p < .0001$, respectively. The linear model best fit estimates of 14% of kindergartners, 23% of first graders, 30% of second graders, and 38% of fourth graders (Figure 2). The logarithmic model best fit estimates of 61% of kindergartners, 41% of first graders, 21% of second graders, and 8% of fourth graders. There was also an association between grade and proportion of children whose estimates best fit

Figure 2  Percentages of individuals in eight studies fit by each function, separated by grade, range and models compared. Upper panels compare linear, logarithmic and two-cycle power models’ fits separately for (a) 0–1000 range and (b) 0–100 range. Lower panels compare linear, logarithmic and one-cycle power model fits separately for (c) 0–1000 range and (d) 0–100 range.
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the one-cycle power function, $\chi^2 (3, N = 245) = 10.89$, $p < .05$. The power function best fit the estimates of 25% of kindergartners, 36% of first graders, 49% of second graders, and 54% of fourth graders.

On the 0–1000 task, grade was again associated with proportion of children whose estimates best fit the linear and logarithmic models, $\chi^2$s $(3, N = 331) = 20.4$ and 68.1, $p < .0001$, respectively. The linear model best fit the estimates of 15% of first graders, 16% of second graders, 34% of third graders, and 59% of fourth graders (Figure 2). The logarithmic model best fit the estimates of 54% of first graders, 43% of second graders, 26% of third graders, and 9% of fourth graders. Thus, the linear and logarithmic models together provided the best fit for 59–69% of individual children’s estimation patterns for 0–1000 number-line estimates. The one-cycle power function provided the best fit for 23–40% of individual children’s estimates and was not reliably associated with grade.

To summarize, analyses of individual children’s performance indicate that the fit of the one-cycle power function to the group median estimates was largely an artifact of averaging over participants. The logarithmic and linear models usually provided the best fit to individual children’s estimates.

**Simulations**

We hypothesized that the discrepancy between the fits of the models to the group and individual data arose from the ability of the power function to fit the kind of noisy data that arise from averaging over distinct cognitive profiles. Having seen that most analyses of individual children’s data were consistent with this hypothesis, we next tested our hypothesis on simulated data in which some data were generated by logarithmic functions and the remaining data by linear functions. The advantage of this approach is that we could be 100% certain of the processes that generated these data. Thus, if power function models fit data that we knew were generated by mixes of logarithmic and linear functions, the sufficiency of our explanation of the fit of the power function model to the group medians would be demonstrated.

To be specific, we used the logarithmic function ($y = 1000/\ln(1000) * \ln(x)$) to generate 100 series of simulated estimates for all numbers 0–1000 in intervals of 25, and we used the linear function ($y = x$) to generate 100 series of simulated estimates for the same numbers. Then, we simulated 11 groups of 100 subjects that varied in the proportion of series that were generated by the logarithmic and the linear functions. Finally, we took the median estimates for each number from each of these 11 groups and performed conventional goodness-of-fit tests using logarithmic, linear, one-cycle power function, and two-cycle power function regression functions.

As expected, increasing the proportion of linear estimates increased the fit of the linear regression function and decreased the fit of the logarithmic regression function (Figure 3). Thus, the overall fit of the logarithmic and linear regression functions correctly mirrored the subgroups over which the data were averaged. In contrast, the fit of the one-cycle power function was uniformly high ($R^2$ between .90 and 1.00) even though none of the data were generated by that or any other power function. Thus, the one-cycle power function can generate excellent fits to group-level data generated by almost any mixture of logarithmic and linear functions. The fit of the two-cycle power function mirrored that of the linear function, again with none of the data having been generated by that power function.

We next explored whether in the actual number-line estimates of children, the power functions’ fit to the averaged data arose from noise-fitting. To test this hypothesis, we aggregated data from the number-line studies we had run with 0–100 and 0–1000 tasks (see above). Participants were separated into groups according to the numerical range on which they were tested, the study from which they were drawn, and their grade. In total, these data provided us with 19 distinct groups comprising 576 children. For each group, we calculated proportion of children better fit by the linear than the logarithmic function and the $R^2$ value of the four regression models (logarithmic, linear, one-cycle power function, two-cycle power function) for each group.

Analyses of the data generated by the actual number-line estimates of children (Figure 4) closely mirrored analyses of the data generated by the simulation. As in...
the simulation, the overall fit of the logarithmic and linear regression functions to the median estimates mirrored the relative sizes of the linear and logarithmic subgroups over which the data were averaged. In contrast, the fit of the one-cycle power function was uniformly high regardless of whether the data more closely approximated a linear or a logarithmic function ($R^2$ between .90 and 1), just as in the simulation where we could be sure that none of the data were generated by a power function. The fit of the two-cycle power function once again mirrored that of the linear function, just as in the simulation where none of the data were generated by a power function.

These results disconfirm B&P’s contention that the fit of the power function to their data is inconsistent with a logarithmic-to-linear shift. Instead, the analyses show that the fit of the power function to group data can be explained by its excessive flexibility to fit data that were not generated by a power function.

Cross-validation of individual fits

Given the flexibility of power functions to fit noise generated by averaging over data generated by mixtures of linear and logarithmic functions, we next examined whether the four functions were equally accurate at predicting individual children’s estimates on data that were not in the set used to generate the functions. To do this, we applied another modern model-testing technique, the leave-one-out cross-validation procedure (LOOCV; Brown, 2000). If there were no logarithmic-to-linear shift, and the fit of the power functions to the median estimates came from the functions fitting signal rather than noise, then the power functions would most accurately predict data that were not included in the original data set. In contrast, if there is a logarithmic-to-linear shift, and the high $R^2$ values of the power functions came from their ability to fit noise, then the power functions would be less accurate than the linear (or logarithmic) function for predicting omitted data.

In the LOOCV procedure, each regression model was fit to all but one data point for each participant using the ordinary-least-squares regression procedure to obtain the best-fitting parameter values. Then, the parameter values were fixed, and the model was tested on the remaining data point.

To measure accuracy of each model’s predictions of the missing estimates, we first calculated the mean
absolute percent error (MAPE) of each model for the 576 children examined above (‘goodness-of-fit’). Then, we compared the MAPEs for children who had been previously categorized as better fit by the logarithmic model or by the linear model on the basis of their estimates on all but the one problem. For the 277 participants who were better fit by the logarithmic model than the linear one, the logarithmic model continued to yield the lowest MAPE (10.1), followed by the one-cycle power model (10.9), the linear model (13.4), and the two-cycle power model (20.7) (see Supplemental Material). For the 298 subjects whose estimates (on all but the one problem) were better fit by the linear model than the logarithmic one, the linear model yielded a lower mean MAPE (7.82) than the one-cycle power model (8.23), two-cycle power model (10.03), or logarithmic model (13.88). This pattern held true regardless of task (0–100 and 0–1000) or age group, even for combinations of task and age group where the power function provided the higher $R^2$ value when all data were included in the original model. Thus, results of the LOOCV converged with analyses of individual participants’ estimation patterns and of the simulated data in implicating the power function models’ ability to fit noise as a source of their fit to the averaged data.

 Abruptness of change in estimates

B&P claimed that changes in number-line estimation are smooth and gradual (B&P, 2011, p. 134). In contrast, if children’s underlying representation shifted from logarithmic to linear, the $\beta$-values in the best-fitting power functions would be expected to change abruptly. To examine whether representations used to generate number-line estimates change gradually or abruptly, we examined trial-by-trial data from identical conditions of three different microgenetic studies of number-line estimation – Opfer and Siegler, 2007 (150-feedback condition, $n = 13$); Opfer and Thompson, 2008 (unpretented treatment condition, $n = 15$); and Thompson and Opfer, 2008 (treatment condition, $n = 16$). Participants in all three studies were children who generated logarithmic estimation patterns on a 0–1000 number-line pretest. After pretesting, children were presented with several blocks of number-line tests, with feedback (on the location of numbers around 150) occurring between the blocks.

To examine abruptness of changes in representations, we identified the first trial block on which the linear model provided a better fit than the logarithmic function to a given child’s estimates on the no-feedback items. We labeled that set of items ‘trial block 0’, the immediately preceding trial block was that child’s ‘trial block −1’, the trial block before that was the child’s ‘trial block −2’ and so on.

These assessments made possible a backward-trials analysis of the path of change from a logarithmic to a linear representation. B&P’s claim that change is gradual and continuous suggested that the fit of the linear model would gradually increase from trial block −3 to trial block +3. In this scenario, trial block 0 – the first trial block in which the linear model provided the better fit – would mark an arbitrary point along a continuum of gradual improvement, rather than the point at which children first adopted a different representation. In contrast, the hypothesis of an abrupt logarithmic-to-linear shift predicted no change in the fit of the linear model from trial block −3 to −1, a large change from trial block −1 to trial block 0, and little if any further change after trial block 0.

If children made a discontinuous shift from the logarithmic function ‘$y = 1000/\ln[1000] \times \ln[x]$’ to the linear function ‘$y = x$’, the change in the best-fitting single-cycle power function coefficient would involve a jump from about .27 to 1 from trial block −1 to trial block 0 (see Figure 1). In contrast, if the representational change were continuous, the change in the power function coefficient should be similar for all trial blocks.
As shown in Figure 5a, the logarithmic-to-linear shift hypothesis more accurately predicted the changing values of the power function. A Kruskal-Wallis test of changes in the power function coefficients from trial block –3 to trial block –1 indicated no change in the median value of \( \beta \) (\( p > .1 \)). Similarly, no change in the coefficients was found from trial block 0 to trial block 3 (\( p > .1 \)). However, from trial block –1 to trial block 0, there was a large increase in the median \( \beta \) of the power function, from a median \( \beta = .33 \) to \( \beta = .64 \) (difference in rank sum = 72.28, \( p < .001 \)). Thus, rather than trial block 0 reflecting an arbitrary point along ‘a smooth developmental change in the value of this parameter’ (B&P, 2010, p. 134), it seemed to mark the point at which children switched from a logarithmic representation to a linear one.

Changes in the linearity of estimates told a similar story (Figure 5b). From trial block –3 to –1, results of a Kruskal-Wallis test indicated no change in the median fit of the linear function (\( p > .1 \)). There also was no change from trial block 0 to trial block 3 (\( p > .1 \)). However, from trial block –1 to trial block 0, the median fit of the linear function to individual children’s estimates increased from \( R^2 = .52 \) to \( R^2 = .80 \) (difference in rank sum = 48.22, \( p < .01 \)).

Discussion

Numerous studies indicate that representations of numerical value change with age and experience: Younger children’s estimates of numerical magnitude typically increase logarithmically with actual value, whereas older children’s estimates increase linearly. B&P showed that this change can be modeled by a power function whose exponent gradually rises to 1, which they interpreted as evidence against a change from a logarithmic to a linear representation.

To evaluate the possibility that power models attain high goodness-of-fit values by fitting noise rather than signal, we re-examined number-line estimates from the 576 children who participated in previous studies of number-line estimation. In our Supplemental Materials, we also re-examined data from one previous study where an anchor was provided. Like B&P, we found that one of two adapted power functions provided a good fit to median estimates of most groups of children, though the fit of the logarithmic and linear functions was better for the youngest and oldest children (respectively). We then addressed whether fits of the power model to group data provided evidence against a logarithmic-to-linear shift. Specifically, we examined whether the good fits came from the flexibility of power functions to fit extremely varied data, including logarithmic and linear patterns. The tendency of power functions to overfit data is well known among statisticians (Pitt & Myung, 2002); our concern was that this problem was present in B&P’s efforts to fit the power function to number line estimation.

The powers of noise-fitting

Several different types of analyses indicated that the general problem with power functions identified by Pitt, Myung and Zhang (2002) did apply to B&P’s analysis of number-line estimation. First, analyses of estimates of individual children indicated that the large majority of children were better fit by logarithmic or linear regression models than by either of the power functions used by B&P. Second, simulation models demonstrated that their adapted power models generated consistently high fits to simulated data, all of which were generated by varying proportions of logarithmic and linear functions, and none of which were generated by a power function.

We reasoned that if we were right about which children were representing numeric values logarithmically and which children were representing numeric values linearly, then we should be able to use our simulations to predict the fit of the power functions from the proportion of children who generated linear estimates. As shown in Figure 4, that test was strikingly successful: the proportion of children who were identified as using linear representations accurately predicted the fit of the one-cycle and two-cycle power functions to the group data, as well as the fit of the linear and logarithmic functions to the group data. In contrast, nothing in B&P’s account indicated when the one-cycle or two-cycle power functions should fit the data best.

The leave-one-out cross-validation (LOOCV) analyses provided another type of evidence that the fit of the power functions was due to their extreme flexibility rather than to their accurately capturing an underlying representation. When we applied the LOOCV procedure to cases where the power function yielded their best fit, such as the second and fourth graders’ estimates on the 0–100 task, the power functions were less accurate than the logarithmic and linear functions in predicting the data to which they had not been fit (Figure 5). This inability to predict new data again implies that the power of the power function came from its ability to fit noise. It also demonstrates that likelihood ratios can be inadequate for selecting among non-linear models.

Evidence for representational change

The predictive power of logarithmic and linear functions – by itself – provides limited evidence of representational change. The two functions might be good predictors of number-line estimates, but the representations generating these estimates might not change qualitatively with age and experience. If this were the case, then B&P might be right that the change in linearity of estimates was gradual and continuous.

To assess this hypothesis, we re-examined trial-to-trial data on the fit of the linear function and the \( \beta \) parameter. Here, again, we found strong evidence for qualitative change: Both linearity and the \( \beta \) parameter of the power
function increased abruptly from the last trial block on which the linear function did not provide the best fit to the first trial block where it did (Figure 5).

This finding, together with previously cited analyses of individual children’s data, the simulated data, and the LOOCV tests, suggests that developmental changes in number-line estimates are not likely to stem from changing coefficients of a power function or to local repairs to children’s errors following feedback. Instead, the data suggest that developmental changes in number-line estimation involve shifts in the proportions of children using logarithmic or linear representations, with the shift from logarithmic to linear functions occurring earlier for smaller numerical ranges. More generally, this example demonstrates the dangers of overfitting data with power functions, the need to test whether averaged data are consistent with individual participants’ performance, the need for appropriate choices of model selection statistics, and the need for converging sources of evidence for conclusions regarding mental representations.
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